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Abstract. This paper examines the relationship between indoor radon accumulation and the concentration 
of its decay products in the soil to comprehensively assess the impact on public health, as high indoor radon 
concentrations have been clearly shown to increase the risk of lung cancer, making it a serious public health 
problem. Indoor radon concentration, gamma and beta activity of soil samples were studied in Almaty at a 
distance of 27 m to 1500 m from the tectonic fault. It was found that indoor radon concentration CRn decreases 
with increasing distance to the tectonic fault. The indoor radon activity concentration ranged from 6.23 to 
405.21 Bq/m3 with a geometric mean of 38.9 Bq/m3. The specific activity in the selected soil samples was 
measured using the SPUTNIK-99 spectrometric setup. The results showed that beta activity varied in the range 
from 191.67±28.75 to 275.32±41.30 Bq/kg and gamma activity from 112.51±16.88 to 451.60±67.74 Bq/kg. 
Radon concentration also shows a good correlation with the gamma activity of the collected soil samples. The 
correlation coefficient was 0.79 for "CRn-Gamma" and 0.58 for "CRn-Beta", and the correlation analysis was 
done using Pearson's correlation tools. 
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PACS number(s): 23.40.−s. 
 
 
1. Introduction 
 
The UN's 17 Sustainable Development Goals call 

for healthy lives and well-being for all at all ages. As 
part of task 3.4, monitoring radioactive gases 
(particularly radon) is recommended to assess their 
impact on public health [1]. 

The radioactive gas radon is a daughter product 
of natural uranium and thorium decay in the soil. It 
can spread from the source and accumulate in the air, 
water sources, and plants (flora) by molecular 
diffusion, gas diffusion, erosion, and dissolution 
processes [2, 3]. At the same time, its daughter 
products of decay are heavy metals, which pose the 
main danger when they enter the body. WHO and 
IARC classify radon as a Group I carcinogen [4, 5]. 
It has been clearly established that the impact of 
radon and its decay products on the human body 
increases the probability of developing lung and 
bronchial cancer, especially for non-smokers [6, 7]. 
And according to data [5], it ranges from 3% to 14%. 
Moreover, studies [8-10] show a correlation between 

radon levels and the probability of developing lung 
cancer. According to statistics for the Republic of 
Kazakhstan [11], mortality from lung cancer in the 
country is in first place. An analysis of global studies 
has shown that there are studies that radon exposure 
may be associated with other types of cancer [4, 12-
14]. However, the results obtained in these studies 
were not so clear and convincing that further research 
in this area is relevant. 

Radon is colorless and odorless, so it is not 
detected by the senses, which makes it dangerous for 
the population [5]. In open spaces, radon quickly 
dissipates in the air, while in closed spaces, it can 
accumulate and reach high values, creating a serious 
danger to human health [15]. This is especially true if 
we consider that according to data [16], the 
population spends more than 80% of its time in 
closed spaces every day. 

In Almaty and the Almaty region, the problem of 
radon hazard in the territory, despite the presence of 
a large number of tectonic faults (while radon levels 
in rooms near and above faults can reach high values 

https://doi.org/10.26577/phst2024v11i2b01
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[17, 18]), has not been sufficiently studied [19, 20], 
and comprehensive studies on the impact of radon on 
public health are not being conducted. 

Although indoor radon exposure is the main 
contributor to the annual radiation dose from natural 
sources, it is also necessary to consider radon's ability 
to accumulate in the human environment. The decay 
of radon isotopes produces alpha, beta, and gamma 
radionuclides, which are easily absorbed by 
substances in various phase states [21]. 
Radionuclides can be found in air, water, and soil as 
a result of natural and artificial pollution [22], which 
can increase short-term and/or long-term effects on 
human health. Therefore, searching for and 
monitoring local radon "flares" in Almaty is a 
relevant area. 

The relevance of the study in the direction of 
increasing the risk of cancer is associated with 
internal irradiation caused by inhalation and food 
consumption of radon and its decay products, which 
can cause damage to the respiratory tract, as well as 
the intestinal tract [12, 23, 24]. The ICRP [15] 
recommends that all countries establish a reference 
range for radon volume activity of 100÷300 Bq/m3. 
In this regard, the need to monitor radon 
concentration measurements in residential and 
administrative buildings [25], where the population 
spends a lot of time, is becoming more urgent. 

At the same time, 80% of the total radiation dose 
for the population is formed by natural long-lived 
radionuclides and their decay products, accumulating 
in soil, water, and air, making them an urgent 
research problem [26]. Soil plays a significant role in 
radioactive contamination of the environment, being 
one of the main sources of radiation exposure to the 
population, as it serves as the main means of 
transporting radionuclides into biological systems 
[27, 28]. When radon decays, radionuclides such as 
210Po, 210Pb, 218Po, 214Pb, 214Bi, and 214Po are formed. 
210Pb has a long residence time in the body and makes 
a large contribution to the radiation dose [29]. 210Pb 
and 210Po accumulate for decades in small air 
passages in the lungs (bronchioles) and 
gastrointestinal tract and are subsequently absorbed 
into the blood. Then, there is a transition to other 
organs and tissues, causing local radiation doses to 
these organs and tissues. 

Since radon is characterized by seasonal, daily, 
and multi-day variations [30-33], which is associated 
with differences in pressure, temperature, and other 
environmental parameters, then in order to determine 
areas exposed to radon, it is recommended to 

establish patterns of concentration of its decay 
products in the soil in order to predict its 
accumulation in a given area depending on the 
physical and chemical characteristics. At the same 
time, according to [34], using the results of gamma 
studies of soil samples can improve the mapping of 
radon hazard zones. This is due to the fact that most 
gamma-emitting nuclides, as well as radon isotopes, 
are daughter products of decay in natural decay 
chains from 235U, 232Th, and 238U. Therefore, compre-
hensive radiation monitoring of environmental 
objects can be used to assess the expected annual 
dose from natural radiation sources and construct 
maps of radon potential in the areas under study. 

 
2. Materials and methods  
 
In this work, radiometric measurements of the 

equivalent equilibrium volumetric activity (EEVA) 
of radon in buildings located at different distances 
from tectonic faults and beta- and gamma-
spectrometric measurements of soil samples were 
performed. 

The measurements were carried out at different 
distances from tectonic faults using the radon 
radiometer "RAMON-02" in temporary and long-
term buildings. Radiometers "RAMON-02" are used 
to measure the EEVA of radon in the range of 
1÷5•105 Bq/m3. The EEVA values of radon and its 
decay products were obtained by measuring the 
RAMON-02 device at the positions indicated in 
Figure 1. For this study, buildings located in Almaty, 
southeastern Kazakhstan, in the foothills of the 
Zailiyskiy Alatau, were selected. Radon monitoring 
measurements were carried out from January 2024 to 
July 2024 at different distances from tectonic faults. 
The latest seismic microzonation map, taking into 
account all known faults, was developed and 
approved in 2021 by the Institute of Seismology [35]. 

The Faculty of Physics and Technology 
(43°13'25.88"N 76°55'29"E) was identified as the 
first study object (No. 1), located 235 m from the 
nearest tectonic fault. The second study object (No.2) 
was the Student House (43°13'08.7"N 76°55'30.2"E), 
located 27 m from the tectonic fault. The third study 
object (No. 3) was the Student House (43°13'06"N 
76°55'14"E), located 274 m from the fault. 

The next object (No. 4) was the Student Service 
Center building (43°13'11.7"N 76°55'19.4"E), 
located 386 m from the fault. Measurements were 
taken in the basements. The fifth object 
(43°12'35.9"N 76°53'18.5"E) is 1,500 meters from 
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the nearest tectonic fault. The five-story building has 
four entrances, and the house is a privatized 
dormitory. The sixth object (43°13'56.7"N 
76°57'34.4"E) is 917 m from the fault and is an office 

building of the Koktem Towers business center. The 
seventh object of study (No. 7, 465 m from the fault) 
was the Faculty of Biology and Biotechnology 
(43°13'25"N 76°55'15"E). 

 
 

 
 

Figure 1 – Radon measurement positions (red dots) on the map of active tectonic faults [36] 
 
 
All radon concentration measurements were 

taken in closed, unventilated rooms to determine the 
highest potential for radon exposure. This is because 
closed spaces without the influence of air flows have 
higher radon levels than rooms with good natural or 
artificial ventilation systems [5]. Three radon EEVA 
measurements were taken in each position using a 
RAMON-02 radiometer (exposure time for each 
measurement was 128 seconds) per day, with 
subsequent conversion to average daily values for 
each measurement position. 

Despite the fact that radon isotopes are alpha 
emitters, most of their decay products are beta and 
gamma emitters with fairly long half-lives: 214Pb (T1/2 
= 26.8 min), 210Pb (T1/2 = 22.2 years), 214Bi (T1/2 = 
19.9 min), 212Bi (T1/2 = 61 min), 210Bi (T1/2 = 5.01 
days), 210Po (T1/2 = 138 days). In this regard, within 
the framework of this work, beta and gamma 

spectrometry of soil samples taken at different 
distances from the fault was also carried out to search 
for a relationship between the level of accumulated 
activity and the level of radon concentration. The 
measurements were carried out on beta and gamma 
spectrometric installations SKS-99 "SPUTNIK" with 
scintillation types of detectors based on CsI (45x50 
mm) for measuring the activity of gamma-emitting 
radionuclides and based on ZnS with plastic for 
measuring the flux density of beta particles. 

Soil sampling for gamma and beta measurements 
was carried out in Almaty at the coordinates indicated 
in Table 1. Nine samples were collected at different 
positions located from the nearest tectonic fault 
between 144 m and 1190 m. About 1 kg of soil was 
collected for the soil samples by removing 5 cm of 
the surface soil layer. The measurement positions are 
shown schematically in Figure 2. 
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Table 1 – Spectrometric measurement positions of soil samples 
 

No. Coordinates of measurement positions Distance to fault, m 
1 43°13'09.8"N 

76°55'12.6"E 
394 

2 43°13'24.2"N 
76°55'29.0"E 

233 

3 43°13'20.7"N 
76°55'30.5"E 

177 

4 43°14'37.5"N 
76°54'04.4"E 

371 

5 43°13'08.8"N 
76°52'49.9"E 

613 

6 43°13'38.4"N 
76°53'41.7"E 

144 

7 43°13'38.8"N 
76°53'06.8"E 

307 

8 43°15'46.3"N 
76°56'39.2"E 

913 

9 43°15'58.5"N 
76°56'38.6"E 

1190 

 
 

 
 

Figure 2 – Positions of beta and gamma activity measurements (red dots)  
on the map of active tectonic faults [36] 

 
 

The beta spectrometer was calibrated using the 
Sr-Y-90 beta source, and the gamma spectrometer 
was calibrated using Cs-137 gamma sources. Figure 
3 shows the calibration curve of the beta spectrometer 
using the Sr-Y-90 beta source. 

After soil sample preparation, a quantitative 
assessment of the natural beta and gamma activity 
concentration in the selected samples was performed. 

Each sample was pre-dried for at least 24 hours 
(Figure 4a). Manual grinding was performed (Figures 
4b and 4c) to increase the concentration of the 
samples and obtain a homogeneous mixture. 
Weighing the samples was performed using a digital 
scale SF-400 with an accuracy of ±0.01 g. Table 2 
shows the net weight of the selected soil samples for 
beta and gamma spectrometry. 
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Figure 3 – Beta-spectrometer energy calibration curve 

 
 

   
a) b) c) 

 
Figure 4 – Soil sample preparation for spectrometric measurements:  

a) preparation of soil samples for drying; b) the process of manual grinding of samples  
for gamma-spectrometry analysis; c) the process of manual grinding of samples for beta-spectrometry analysis 

 
 
Table 2 – Sample mass for beta and gamma spectrometry 
 

Sample Code Position (coordinates) 
of sample selection 

mβ, 
g 

mγ, 
g 

1 43°13'09.8"N 
76°55'12.6"E 

22 632 

2 43°13'24.2"N 
76°55'29.0"E 

25 467 

3 43°13'20.7"N 
76°55'30.5"E 

22 416 

4 43°14'37.5"N 
76°54'04.4"E 21 501 

5 43°13'08.8"N 
76°52'49.9"E 17 376 

6 43°13'38.4"N 
76°53'41.7"E 17 459 

7 43°13'38.8"N 
76°53'06.8"E 16 456 

8 43°15'46.3"N 
76°56'39.2"E 18 462 

9 43°15'58.5"N 
76°56'38.6"E 19 503 
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The exposure of measurements on the SKS-99 
"SPUTNIK" spectrometers was no less than 10,000 
events per sample to reduce statistical uncertainty. 
Background measurements were performed before 
and after each sample measurement. The background 
spectra were used to correct the net areas of the 
measured samples' spectra. 

The equipment used for measurements has been 
verified by SOLO LLP and the Almaty Certification 
Bureau (verification certificate No. BA.17-04-47195 
dated September 28, 2023, and is valid until 
September 28, 2024). 

 
3. Results and discussion 
 
The analysis of the obtained results showed that 

the geometric mean value for the measured positions 
was 38.9 Bq/m3. The radon concentration fluctuated 
between 6.13 and 405.21 Bq/m3 (Figure 5). The 

analysis of the results showed that the radon EEVA 
decreases exponentially according to the following 
pattern: CRn=499.85·e-0.0078·R, where R is the distance 
to the nearest tectonic fault. In addition, for some 
measurement positions in rooms close to a tectonic 
fault, values exceeded the standard values for radon 
concentration in indoor air (200 Bq/m3) [5].  

Figure 5 shows that the highest radon 
concentration value was found at a distance of 27 m 
in building No. 2 (Figure 1). The results show the 
influence of the proximity of a tectonic fault on the 
level of radon concentration inside the premises, as 
in the works [37, 38]. This is most likely due to the 
fact that faults are a favorable migration path for 
radon gas since faults have higher permeability. 
Thus, if there are many cracks in tectonic faults, 
which form high permeability, radon from the depth 
can easily rise to the surface from the depth, leading 
to higher radon concentrations near the fault. 

 
 

 
 

Figure 5 – Average indoor radon concentration depending on the distance from the tectonic fault 
 
 

 
Based on the obtained experimental 

spectrometric data, the specific integral beta and 
gamma activities were assessed in the studied soil 
samples. The specific activity of the samples (Bq/kg) 
was calculated using the following formula [26]: 

 
𝐴𝐴 = 𝑐𝑐𝑐𝑐𝑐𝑐

𝐼𝐼𝑌𝑌,𝛽𝛽  · 𝜀𝜀𝛾𝛾,𝛽𝛽 · 𝑚𝑚𝛾𝛾,𝛽𝛽
  

(1) 

where 𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑁𝑁
𝑡𝑡 − 𝑁𝑁0

𝑡𝑡0
 – net counts per second; Iγ and Iβ 

–the gamma and beta emission probabilities; ε – is the 
detection efficiency; mβ – the mass (dry weight) in 
kilogram of the beta sample (in kg), mγ – the mass 
(dry weight) in kilogram of the gamma sample (in 
kg). An exponential pattern of decrease in beta and 
gamma activities with distance to the tectonic fault R 
was found (Figure 6): for beta – Aβ = 244.57·e-6.52E-

5·R, for gamma – Aγ = 539.43·e-0.00165·R. 
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a)                              b) 

 
Figure 6 – Concentration of a) beta and b) gamma activities  
of samples depending on the distance from the tectonic fault 

 
 
The concentrations of beta activity in soil 

samples varied from 191.67±28.75 to 275.32±41.30 
Bq/kg, and gamma activity from 112.51±16.88 to 
451.60±67.74 Bq/kg. The results obtained do not 
exceed the established world standard of 465 Bq/kg 
for the activity of natural gamma radionuclides [39] 
and are in the same ranges for the obtained beta and 
gamma activities as in the works [40-44]. However, 
it is worth noting that the maximum value for the 
gamma activity of the soil (451.60 Bq/kg) obtained 
in this work exceeds the standard established for the 
Republic of Kazakhstan (397 Bq/kg) [39]. 

Pearson correlation analysis was used to calculate 
correlation coefficients [45]: 

 

𝑟𝑟𝑥𝑥𝑥𝑥 = Σ(𝑥𝑥𝑖𝑖 − �̅�𝑥) × (𝑦𝑦𝑖𝑖 − �̅�𝑦)
√Σ(𝑥𝑥𝑖𝑖 − x̅)2 × 𝛴𝛴(𝑦𝑦𝑖𝑖 − y̅)2

 (2) 

 
where 𝑥𝑥𝑖𝑖 – values taken by variable X; 𝑦𝑦𝑖𝑖 – values 
taken by variable Y; �̅�𝑥– average by X; �̅�𝑦  – average 
by Y. Correlation analysis showed that the beta 
activity concentration weakly correlates with the 
radon concentration in the air (correlation coefficient 
– 0.58). A strong correlation was found between the 
concentrations of gamma activity in the soil and the 
radon concentrations in the air (correlation 
coefficient – 0.79). Interpretation of the results of the 
correlation analysis leads to the following 
conclusions: 1) beta-emitting radionuclides may have 
less penetrating ability than gamma radionuclides; 2) 
spectrometric gamma analysis of radon decay 
products can be used as an indirect method for 
measuring radon concentration. 

 

4. Conclusions 
 
The concentration of radon activity and its decay 

products was measured by spectroradiometric 
methods for soil and air samples collected in Almaty 
at a distance of 27 m to 1500 m from the tectonic 
fault. The results show that the higher the indoor 
radon concentration, the closer the building is to the 
tectonic fault. The average radon concentration in the 
basement of building No.2 in Figure 1 (located 27 m 
from the tectonic fault) exceeds by 305% the value of 
100 Bq/m3 defined by WHO as requiring action [5] 
and by 102.5% the value of 200 Bq/m3 defined in the 
Republic of Kazakhstan for buildings in operation 
[46]. This demonstrates the need to take corrective 
measures, for example, by improving the building’s 
ventilation system. 

In the soil samples examined in this study, the 
average concentration of beta and gamma activities is 
approximately in the same range as in other countries 
[47-49]. At the same time, the positive correlation 
between the concentration of gamma activity and the 
indoor radon concentration showed that the content 
of gamma radionuclides in the soil has a similar 
pattern of decreasing with distance from the tectonic 
fault. In other words, a high concentration of gamma 
radionuclides in the soil is a harbinger of increased 
levels of radon gas in the premises at present or in the 
near future. 

It is important to identify the presence of 
positions with higher concentrations of radon and its 
decay products, as well as the causes of their 
occurrence, for an accurate assessment of the 
corresponding radon risk. These results will allow the 
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development of protective measures to reduce the 
entry of radon into indoor air in the future. In 
particular, understanding the relationship between 
radon concentration and the activity of radon decay 
products will allow the development of risk maps and 
identify areas requiring constant radiation 
monitoring. This is especially true for areas with a 
high gamma background level, where urban planners 
can develop and implement radon-resistant 

construction methods associated with the potential 
danger of elevated radon levels.    
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Abstract. To study the cluster states of light nuclei, in this work, the radii of 9Be, 10B and 11B nuclei were 

calculated using elastic scattering of deuterons with energies from 11 MeV to 28 MeV. The values of the free 
parameters from the complex angular momentum method were calculated using fits to the single-valued 
minimum Pearson values. The fits were carried out by describing the theoretical curve of the experimental data 
for the first two oscillations of the Fraunhofer-type nuclear diffraction of the differential cross sections of 
elastic scattering of deuterons. Moreover, the array of experimental data points was not always unambiguous, 
and this led to difficulties in the quality of fitting free parameters, which affected the results of radius 
calculations. The results of the radii are presented in the paper, the values of which were compared with the 
values of the world literature data. The obtained calculated values of the radii of nuclei for 9Be are in 
satisfactory agreement with the exception of some values. For 10B and 11B, there is a systematic excess of the 
obtained radii over the literature values. It is possible that such excess is due to the fact that when calculating 
the radii of the nuclei under study, the structure of the deuterons and their own radius, which increases the 
radius of interaction, were not taken into account. 

Key words: elastic scattering; deuterons; light nuclei; Fraunhofer-type nuclear diffraction; root-mean-
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1. Introduction 
 
Light nuclei, the structure of which is described 

by theoretical models of cluster states [1-4], are 
currently being actively studied. In most cases, such 
a theoretical approach describes the distribution of 
nuclear density quite well. This phenomenon, in turn, 
manifests itself in the form of anomalous sizes of 
mean-square radii, such as the halo in [5]. Nuclei in 
the cluster model approach have been studied for 
quite a long time; as an example, such studies can be 
traced in works [6-8]. Determining the root-mean-
square radius of a nucleus, and if this value goes 
beyond classical concepts, then this allows us to draw 
conclusions about further study of the nuclei under 
study and the possible pronounced cluster 
configuration of these nuclei. The relevance and 
importance of studying differential, integral and total 
cross sections of light incident particles is, first of all, 
the solution of fundamental problems of nuclear 

astrophysics and applied problems of thermonuclear 
energy and radioecology. 

In the present work, calculations of the radii of 
9Be, 10B and 11B nuclei were performed. The radii of 
nuclei were calculated using the complex angular 
momentum method (CAMM). The CAMM was 
implemented in an analytical form by the authors of 
[9-11] from a rigorous quantum-mechanical 
expression for the elastic scattering amplitude 
expanded in partial waves. 

 
2. Materials and methods 
 
Basic information about the structure and 

properties of nuclei and the mechanisms of nuclear 
reactions is obtained primarily from elastic scattering 
reactions. 

Studies on the structure of light nuclei based on 
the cluster approach, in particular in [12-22], show 
that the relevance of using the cluster model to 
describe light nuclei, up to 40-Ca, is very high. This 

https://doi.org/10.26577/phst2024v11i2b02
https://orcid.org/0000-0002-0594-4751
mailto:slava_kpss@mail.ru
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approach allows us to interpret such nuclei as a group 
of different clusters interacting with each other. In 
this case, the dynamic association in the ratio of one 
type of cluster to another from nucleus to nucleus, or 
even from isotope to isotope, can be radically 
different. Such a difference and the existence with a 
greater probability of certain cluster configurations 
affects the root-mean-square radius, the blurriness of 
the edge of the nucleus and the nuclear deformation. 
In turn, such nuclear parameters are extracted from 
various nuclear reactions. In particular, in this work, 
the root-mean-square radius is extracted from 
oscillations of differential cross sections of elastically 
scattered deuterons. Expansion of the scattering 
amplitude into the sum of partial scattered waves 
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where l  – scattering phase 
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l – Coulomb phase; l  – nuclear phase. 

Scattering matrix has the form 
 

)(22 lll ii
l eeS   , 

1
0

λ
exp11







 


llSl . 
(3)

 
where l is the angular momentum,  is the diffuseness 
parameter of the edge of the nucleus. Section (1) 
taking into account (3) will have the following form 
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where  ,,,, 0 bla  are the free parameters of the 
theory. The analytical form (4) with the 
corresponding restrictions in the paradigm of the 
strongly absorbing nucleus model is the method of 
complex angular momenta [9-11]. 

In elastic scattering, nuclear diffraction of 
different types can be observed in differential angular 
distributions depending on the properties of the 
incident wave from the beam of charged particles 
interfering with the properties of the target nucleus. 
The conditions for the occurrence of one or another 
type of nuclear diffraction are presented below. 
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2  – wave 

number. Fraunhofer diffraction occurs when the 
wavelength of the incident particle is less than the 
radius of the nucleus. This resembles the passage of 
light through a narrow slit, where a characteristic 
interference pattern with alternating light and dark 
bands is observed on the screen. In the case of nuclear 
diffraction, these bands correspond to different 
scattering angles of the particle. For this process to 
occur, it is important that the Sommerfeld parameter 
is less than 1. This parameter characterizes the 
influence of the Coulomb field of the nucleus on the 
trajectory of the particle. The smaller the Sommerfeld 
parameter, the less the influence of the Coulomb 
field, and the clearer the diffraction pattern. Fresnel 
diffraction differs from Fraunhofer diffraction in that 
the Sommerfeld parameter in this case is greater than 
1. This means that the Coulomb field of the nucleus 
strongly influences the motion of the particle. As a 
result, we observe interference between nuclear 
scattering (reflection from the nucleus) and scattering 
in the Coulomb field. This interaction leads to more 
complex diffraction patterns. Let's consider each type 
in more detail. 

Fraunhofer diffraction: Imagine a beam of 
electrons directed at an atomic nucleus. This makes 
Fresnel diffraction more difficult to analyze, but also 
more informative in terms of studying the structure 
of the nucleus. 

This paper presents a literature experimental 
analysis of differential angular cross sections of 
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elastic scattering of deuterons under Fraunhofer-type 
nuclear diffraction conditions. 

The search for the optimal parameters of the 
CAMM (4) was carried out by minimizing the value 
2 
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where  teori  and  expi  – theoretical and 

experimental cross sections, N – number of measured 
points. 

Figure 1 shows the picture of the values of the 2 
isolines of the free parameters of the model (4) 
calculated for the reaction 11-B(d,d)11-B Ed=18 
MeV. The search for optimal parameters was 
proposed in [23]. In this work, the parameters of the 
theory were adjusted to the experiment using this 
method. 

 

 
 

Figure 1 - 2- distributions for five pairs of free parameters of the method  
of complex angular momenta of elastically scattered deuterons on 11B, Ed=18 MeV 

 
 
Based on the found free parameters of the 

CAMM (4), the radius of interaction of the incident 
charged particles with the studied nuclei was 
calculated 

 

  11
00

2
int  llnn

k
R , (7)

 
where k – wave number; n – Coulomb parameter, l0 – 
orbital momentum from (4). 

 
3. Results and discussion 
 
In this work, using our own developed software 

for searching for optimal values, free parameters of 
the model (4) were found. 

Figures 2-5 show the dependences of the angular 
distributions of differential cross sections of 
elastically scattered deuterons on 9Be, 10B and 11B 
with energies from 11 MeV to 27.7 MeV. The points 
in the angular dependences are experimental data 

taken from the international nuclear database NNDC. 
The criteria for finding the optimal free parameters 
were the following considerations. In the region of 
small angles, where Coulomb forces compete and in 
some cases prevail over nuclear forces, this method, 
the method of complex angular moments, describes 
the experimental data poorly. This is explained by the 
fact that the Coulomb component does not enter into 
the section (4) itself. At angles greater than 90 
degrees, inelastic nuclear absorption begins to enter, 
as well as exchange processes that are not taken into 
account in the scattering matrix. Thus, in this model 
(method) the region of angles is investigated, in 
which nuclear scattering mechanisms prevail. The 
CAMM allows to reveal these regions, in which if the 
theory describes experimental data well, then strong  
discrepancies are observed beyond their boundaries. 
Such discrepancies are manifested in the discrepancy 
between the oscillation frequency, phase, slope of the 
envelope and the absolute value of the cross section. 
Table 1 presents the values of the free parameters of 
the model and the calculated interaction radii. 
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Ed=11 MeV (points – [24], curve – CAMM (4)) 
 

Ed=13.6 MeV (points – [25], curve – CAMM (4)) 

Ed=18 MeV (points – [26], curve – CAMM (4)) 
 

Ed=27.7 MeV (points – [27], curve – CAMM (4)) 
 

Figure 2 - Differential cross sections of elastically scattered deuterons on 9Be 
 
 

 
Ed=11.8 MeV (points – [28], curve – CAMM (4)) 

 
Ed=11.8 MeV (points – [28], curve – CAMM (4)) 

 
Figure 3 - Differential cross sections 

 of elastically scattered deuterons on 10B 
Figure 4 - Differential cross sections  
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Table 1 - Values of free parameters of the CAMM (4) 
 

 E, MeV k, 1/fm n Rint, fm l0 � b |a| � 
9Be(d,d) 11.00 0.84 0.24 4.91 3.40 0.80 0.90 0.70 1.50 

 13.60 0.93 0.22 4.71 3.70 0.00 1.10 0.20 2.10 

 18.00 1.07 0.19 4.72 4.40 1.10 0.40 1.20 2.20 

 27.00 1.33 0.15 3.88 4.55 1.00 0.65 1.17 2.25 
10B(d,d) 11.80 0.89 0.30 5.54 4.20 0.10 0.70 0.30 1.20 
11B(d,d) 11.80 0.90 0.30 5.21 3.90 0.22 1.20 0.27 1.40 

 18.00 1.11 0.24 4.97 4.80 4.00 0.50 5.80 1.60 

 27.70 1.38 0.20 4.70 5.80 0.50 0.90 0.50 1.25 
 

 
Thus, in Figure 2, during the interaction of 

deuterons with an energy of 11 MeV with 9Be, one 
maximum of Fraunhofer diffraction is well 
described, which stretched over the angular range 
of scattered deuterons from 50 to 100 degrees. The 
first maximum is not described due to the absence 
of Coulomb interaction in this model. At high 
energies, 13.6 MeV, 27.7 MeV, two maxima are 
described quite well. In the experimental data at the 
deuteron energy of 18 MeV, unfortunately, the 
authors of [26] did not obtain enough data. For 10B 
and 11B, similar trends were observed in the fitting 
of the free parameters of the model. However, 

when describing the angular distribution of 
elastically scattered 18 MeV deuterons on 11B, the 
envelope slope should most likely be different. At 
least not as different from the envelope slope as 
shown in the angular distributions of elastically 
scattered 27.7 MeV deuterons. Nevertheless, the 
description of the first maximum fits well into the 
overall picture of the interaction radii at different 
energies, as shown in Figure 6. Nevertheless, for 
one or two Fraunhofer-type oscillations, it is 
possible to select the parameter l0, which is 
associated with the interaction radius (7). 

 

 
 

Figure 6 - Radii of interaction of deuterons with nuclei 9Be, 10B, 11B 
 
 
To determine the radii of the nuclei under study, 

it is necessary to remove the energy dependence. As 
was shown in [21], the radius of the nucleus can be 
determined as 

NNd rRR  int , (8)

where d=1/k – de Broglie wavelength of deuterons, 
rNN=1,0 Fm – nuclear force range. Figure 7 shows the 
radii of the studied nuclei, calculated using this 
CAMM method (dots), in comparison with literature 
data (straight lines) [29, 30]. 
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Figure 7 - Radii of nuclei 9Be, 10B, 11B 
 
 
At energies up to 20 MeV, the calculated radii for 

9Be agree satisfactorily with the literature data. 
However, at a deuteron energy of 27.7 MeV, the 
radius value is significantly smaller. Perhaps, it is 
necessary to conduct a more accurate analysis and 
study the reactions of elastic scattering of deuterons 
close to this energy, or this can be explained by the 
fact that at a given deuteron energy, the de Broglie 
wavelength is approximately equal to half the radius 
of the alpha particle; scattering may occur on a 
combination of nucleon associations representing 
alpha clusters in 9Be. For boron isotopes, the radius 
values are more. Perhaps, this is due to the internal 
structure of the deuteron, its large radius and, in this 
regard, the calculation of the radii by (8) will not be 
accurate, where the incoming components do not take 
into account the properties of deuterons. 

 
4. Conclusions 
 
Thus, as a result of calculations to extract the 

optimal free parameters of the complex angular 

momentum method, the interaction radii of deuterons 
with energies from 11 MeV to 28 MeV on 9Be, 10B 
and 11B nuclei were calculated. The optimal 
parameters were extracted from the differential cross 
sections of elastically scattered deuterons on the 
nuclei under study with energies in the above-
mentioned ranges, at which Fraunhofer-type nuclear 
diffraction oscillations were clearly evident. The radii 
were calculated using the optimal free parameters of 
the CAMM. However, as a comparison with the 
literature values of the radii of the nuclei under study 
showed, there is a clear excess of the obtained values. 
For such an explanation, it is necessary to conduct an 
analysis on a large array of experimental data on 
elastic scattering of light ions, with good angular 
resolution and a wide angular range. 
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1. Introduction 
 
Modern integrated circuits, which possess small 

dimensions and low power consumption, open up the 
possibility of fabricating portable nuclear radiation 
detection systems. These systems are constructed 
using an electrical circuit that includes a charge 
sensitive preamplifier, a spectrometric amplifier 
(shaper), and a multichannel analyzer (MCA), as 
reported in references [1, 2, 3]. The MCA is a device 
that enables the registration and analysis of the 
energy spectra of diverse types of radiation and can 
determine their energy and intensity. It can be based 
on FPGA integrated circuits, which incorporate fast 
ADCs and digital signal processing algorithms, or on 
a microcontroller with a peak detector circuit. In the 
latter case, the signal is processed entirely by an 
analog electrical circuit, as described in [2, 4, 5, 6]. 
MCAs find application in various fields, such as 
nuclear medicine, accelerator experiments, and the 
detection of radioactive emissions for radiation 

monitoring over large areas in field conditions, 
among others, as documented in [7 – 10]. 

A multichannel analyzer based on the 
commercially available STM32F407 – Discovery 
microcontroller series is proposed. This 
microcontroller is characterized by fast multichannel 
ADCs with a sampling rate ranging from 2.5 to 5 
million samples per second. Such a sampling rate is 
not sufficient for accurately measuring the signal 
peak when using digital signal processing methods, 
in contrast to digitizers where the ADC speed can 
reach 250 – 500 million samples per second, as noted 
in [11]. However, by employing an analog peak 
detector circuit, the signal peak can be preserved 
prior to being recorded by the ADC, thereby allowing 
any ADC and microcontroller to be utilized, as 
indicated in [9, 12]. 

The objective of the article was to develop a low-
cost and portable system dedicated to alpha and 
gamma spectrometry. This system is designed to be 
applicable in experimental physics and fieldwork 
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scenarios, particularly for detecting radioactive 
background levels during the monitoring of areas in 
the vicinity of nuclear facilities. To achieve this, 
suitable microchips were carefully chosen, and an 
analog signal processing circuit was devised. The 
simulation of the analog signal processing circuits 
was carried out with the utilization of NI MultiSim 
14 software, as detailed in references [13 – 15]. 

 
2. Methodology 
 
Figure 1 presents the overall operational 

framework of the alpha spectrometry system. The 
detector is furnished with a bias voltage via the Bias 
block. Signals originating from the surface barrier 

detector (manufactured by Ortec) that has a thickness 
of 300 microns are amplified by a charge-sensitive 
preamplifier (CSA, Ortec 142B). Subsequently, the 
signal is transformed into a semi-Gaussian shape by 
the spectrometric amplifier (SA). A single-channel 
analyzer (Discr) functions as a comparator. It 
compares the signal emerging from the amplifier 
block with a predetermined threshold and generates a 
TTL signal. The TTL signal from the single-channel 
analyzer prompts the microcontroller's ADC to 
commence recording the signal from the output of the 
peak detector (PD). Thereafter, the microcontroller 
gathers the data and transmits it to a PC. On the PC, 
the data is processed by a program developed in 
Python.

 
 

 
 

Figure 1 – Block Diagram of the MCA 
 
 
The analog signal processing circuit is composed 

of several essential components. Firstly, the SA, 
which is the Spectrometric amplifier, is responsible 
for shaping the incoming signal to a more suitable 
form for further analysis. Secondly, the Discr, or 
discriminator, also known as the single-channel 
analyzer, functions by comparing the signal to a 
preset threshold. This comparison is crucial in 
determining certain characteristics of the signal. 
Lastly, the PD, or peak detector, plays a vital role in 
holding the peak value of the signal, which is then 
made available for subsequent processing. These 
components are all constructed using operational 
amplifiers. 

The operational amplifiers (OAs) are the key 
determinants of the speed and resolution of the 
MCA. Specifically, they must possess specific 
characteristics. A high slew rate of at least 10 volts 

per microsecond is required to ensure rapid signal 
processing. Additionally, a low noise level at the 
nanovolt per hertz level is essential to maintain the 
integrity of the signal. Moreover, a wide bandwidth 
of no less than 20 MHz is necessary for handling a 
broad range of signal frequencies. Based on these 
requirements, the OPA354 and AD8616 
operational amplifiers were selected as they meet 
these criteria. 

For the discriminator (Discr), the TLV3201 and 
LM339N comparators were chosen. This selection is 
due to the fact that the pulse width of the signal from 
the SA output is 2 microseconds. In such a scenario, 
the speed of the comparator becomes a critical factor 
for the proper and efficient operation of the entire 
circuit. It ensures that the signal is accurately and 
promptly processed and analyzed within the required 
time frame.
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Figure 2 – Schematic diagram of the SA spectrometric amplifier 
 

 
SA is designed using two operational 

amplifiers, OPA354AIDVDR. The circuit is a CR-
RC chain of discriminator and integrator circuits. 
C1C3 – 200 pF and R1R2 – 10k, converts a long 
signal from the preamplifier 100–150 
microseconds long into a Gaussian signal 10 
microseconds long. By changing the values of the 

resistor and capacitor CR-RC, you can achieve a 
change in the signal width, as well as its height. In 
Figure 3, the signal from the preamplifier is shown 
in turquoise, and the signal from the SA output is 
shown by yellow line. In the first case, C1C3 – 200 
pF and R1R2 – 10k; in the second, C1C3 – 400 pF 
and R1R2 – 10k. 

 
 

 
 

Figure 3 – Signal from preamplifier and SA 
 
 
Figure 4 shows the Discr discriminator circuit 

and the output TTL signal of the comparator with a 
width equal to the signal from the SA. The signal 

from the comparator starts the operation of the ADC 
of the microcontroller and allows reading the number 
of events from the detector. 
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 Figure 4 – a) Discr discriminator circuit and b) Discr output signal 
 
 
Figure 5 presents the circuit diagram of the peak 

detector that is based on the operational amplifier 
AD8616. This particular circuit diagram of the peak 
detector is sourced from [16]. A basic circuit diagram 
of a peak detector typically comprises diodes and a 
capacitor. The signal, when passing through the 
diodes, charges the capacitor to the value of the signal 
peak. In the event that the capacitor is not grounded, 
the signal gets stored in the capacitor for a duration 

equal to the product of the capacitor capacitance and 
the resistor resistance. The ADG701 analog CMOS 
switch discharges the capacitor C5 subsequent to 
recording the signal from the ADC. In this scenario, 
the signal from the comparator arrives with a 10-
microsecond delay and then discharges the capacitor. 
As a result, the peak detector is then primed and 
prepared to handle the next signal that emanates from 
the detector. 

 
 

 
 

Figure 5 – a) Peak detector circuit and b) signals from the oscilloscope 
 
 
3. Results and discussion 
 
After modeling and simulating the electrical 

circuits in the NI MultiSim program, prototypes of 
SA, Discr, PD were created. The created circuits 

were tested in real conditions on an Ortec 300 micron 
thick surface barrier silicon detector and an Ortec 
142B preamplifier [17-19]. In Figure 6a, you can see 
the telescope with the detector installed inside and the 
Ra226 alpha source [20-22].
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Figure 6 – a) Detector in the telescope connected to the preamplifier and 
b) prototype of analog frontend of MCA 

 
 
Figure 6b shows the designed prototype of analog 

frontend consisting of SA, PD and Discr. PD and 
Discr were developed on double sided solder boards. 
The prototype of SA was designed in the EasyEda 
environment and manufactured as a two-layer board. 

In Figure 7 you can see the signals from the 
preamplifier and the converted signal by the SA. The 
amplitude of the converted signal corresponds to the 
amplitude of the signal from the preamplifier 
linearly. 

  
 

 
 

Figure 7 – a) series of signal from the preamplifier and SA b) scaled signals 
 
 

 
 

Figure 8 – a) Peak detector signal b) Discr signal 
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Figure 8 illustrates the signals originating from 
the peak detector (8a) and the discriminator (8b), 
which are employed to activate the microcontroller's 
ADC. The Discr prototype was implemented by 
utilizing the LM339N comparator, which exhibits a 
latency of approximately 1.3 microseconds. 

The peak detector signal is fed to the input of 
the microcontroller's ADC, which is configured for 
1024 channels and operates in ADC Direct 
Memory Access (ADC_DMA) mode [23]. This 
mode allows the ADC to start quickly and store 

values in the microcontroller's RAM. The ADC is 
triggered by an external signal from the 
discriminator. After signal from PD detected and 
stored microcontroller sends TTL signal to 
ADG701 switch and resets PD.  

Data transfer occurs via USB at a speed of 12 
Mbps. On the PC side, a Python-based PC-DAQ 
program was created for real-time data processing 
and storage. The program uses the Matplotlib library 
[24] for visualization and processes the data, saving 
it in CSV format. 

 

 
Figure 9 – Python DAQ Program 

 
 
Figure 10 shows the spectrum from an alpha 

source [25]. The native resolution of the Ortec 
detector with a thickness of 300 microns is 15-20 
KeV when measuring the energy of alpha particles in 
a vacuum. In this case, the measurement was 

performed in air. Despite this, it is possible to reliably 
identify 4 peaks of the Ra226 alpha source, which 
corresponds to an energy resolution of 200-250 KeV 
and is comparable to the energy resolution of NaI and 
CsI scintillation crystals [26]. 
 

 
 

Figure 10 – Spectrum of the alpha source of radium 226 collected from the MCA 
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4. Conclusions 
 
In this academic paper, a novel methodology for 

fabricating electronic units dedicated to nuclear 
spectroscopy, leveraging contemporary 
microcircuits, was put forward. This innovative 
approach is anticipated to curtail the size and cost of 
such units while concurrently retaining all essential 
characteristics. At the present developmental stage, 
electrical circuits for the SA spectrometric amplifier 
were successfully devised. Additionally, a 
multichannel analyzer, founded on the STM32F407 
microcontroller in combination with the PD peak 
detector circuit, was meticulously designed. A 
program was authored in the Python programming 
language, endowing the system with the capacity to 
amass data in real-time and archive the data array in 
CSV format. The Ra226 alpha source was measured 

using a surface barrier detector, thereby validating 
the functionality and viability of the proposed data 
collection system. 

Looking ahead, efforts will be directed towards 
constructing a system for gauging charged particles, 
predicated on these advancements and employing the 
EdE method. In this envisioned setup, a two- or three-
detector system will be deployed to accurately 
ascertain the type of particle engendered as a 
byproduct of nuclear reactions during the operation 
of the U-150M accelerator. 
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The work is devoted to the study of effects associated with polymorphic transformations in ZrO2 ceramics 
stabilized by 0.1 M CaCO3, with variations in the temperature of thermal annealing. Interest in this topic 
of research is due to the possibilities of determining the kinetics of structural changes caused by the 
addition of a stabilizing dopant, alongside thermal action, the change of which causes the initialization 
of the polymorphic transformation processes characteristic of ZrO2 ceramics. Annealing of the samples 
was carried out in the temperature range from 1000 to 1500 °C, the choice of which was determined by 
the possibilities of initializing the processes of polymorphic transformations in ceramics due to thermal 
processes and dopant. According to the conducted studies, it was determined that the addition of 0.1 M 
CaCO3 at annealing temperatures of 1000 – 1100 °C results in initialization of polymorphic transformation 
processes of the type monoclinic – ZrO2 → tetragonal – ZrO2, however, complete transformation is not 
observed, which in turn makes it possible to obtain two-phase ceramics. The annealing temperature growth 
to 1200 °C and above results in formation of a cubic Zr(Ca)O2 phase, with tetragonal – ZrO2 impurity 
inclusions, the presence of which leads to the dislocation hardening effect formation due to the filling of the 
intergranular space with finely dispersed particles and the buffer zone formation. The results of the analysis 
of the structural parameters of the studied ceramics demonstrated that the annealing temperature elevation 
leads to the emergence of substitution effect, manifesting itself in the form of the Zr(Ca)O2 phase formation, 
the crystal lattice parameters of which indicate that part of the zirconium ions are substituted by calcium 
ions in octo- and tetrahedral positions. 
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Abstract. The work is devoted to the study of effects associated with polymorphic transformations in ZrO2 

ceramics stabilized by 0.1 M CaCO3, with variations in the temperature of thermal annealing. Interest in this 
topic of research is due to the possibilities of determining the kinetics of structural changes caused by the 
addition of a stabilizing dopant, alongside thermal action, the change of which causes the initialization of the 
polymorphic transformation processes characteristic of ZrO2 ceramics. Annealing of the samples was carried 
out in the temperature range from 1000 to 1500 °C, the choice of which was determined by the possibilities of 
initializing the processes of polymorphic transformations in ceramics due to thermal processes and dopant. 
According to the conducted studies, it was determined that the addition of 0.1 M CaCO3 at annealing 
temperatures of 1000 – 1100 °C results in initialization of polymorphic transformation processes of the type 
monoclinic – ZrO2 → tetragonal – ZrO2, however, complete transformation is not observed, which in turn 
makes it possible to obtain two-phase ceramics. The annealing temperature growth to 1200 °C and above 
results in formation of a cubic Zr(Ca)O2 phase, with tetragonal – ZrO2 impurity inclusions, the presence of 
which leads to the dislocation hardening effect formation due to the filling of the intergranular space with 
finely dispersed particles and the buffer zone formation. The results of the analysis of the structural parameters 
of the studied ceramics demonstrated that the annealing temperature elevation leads to the emergence of 
substitution effect, manifesting itself in the form of the Zr(Ca)O2 phase formation, the crystal lattice parameters 
of which indicate that part of the zirconium ions are substituted by calcium ions in octo- and tetrahedral 
positions.  

Key words: doping, structural changes, optical properties, zirconium ceramics, deformation distortions. 
PACS number(s): 61.72.Ww; 61.82.Fk. 
 
 
 
1. Introduction  
 
Today, much attention in practical applications 

is paid to ceramic materials based on oxide 
compounds such as ZrO2, Al2O3, MgO, BeO, CeO2, 
etc. Interest in this type of ceramics is due to their 
strength and high melting point (for most ceramics, 
the melting point is higher than 1500 – 2000 °C), 
which creates possibilities of their use in extreme 
conditions, which includes operation at high 
temperatures [1-3]. The possibility of using ZrO2 
ceramics, which have fairly good compatibility with 
most different materials, as well as degradation 
resistance during interaction with acidic and 
alkaline environments, opens up great prospects for 
this type of ceramics in alternative energy. In 
particular, these ceramics are considered as 
candidate materials for the creation of inert matrices 

for dispersed nuclear fuel, possessing sufficiently 
high resistance to radiation damage [4-6]. Good 
indicators of resistance to radiation exposure while 
maintaining thermal physical parameters also allow 
these ceramics to be used as thermal insulation 
materials. The mixed conductivity type opens up 
great prospects for this type of ceramics when used 
as materials for the creation of solid oxide fuel cells 
used to produce hydrogen [7, 8]. Interest in ceramic 
materials based on zirconium dioxide when used as 
solid oxide fuel cells is primarily due to their high 
resistance to thermal expansion, typical for high-
temperature operating conditions, as well as their 
mixed type of conductivity, which ensures good 
capacity and, as a consequence, performance [9-11]. 

However, despite the great prospects of this class 
of materials as solid oxide fuel cells, the problem of 
deformation-induced polymorphic transformations 

https://doi.org/10.26577/phst2024v11i2b04
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of the m – ZrO2 → t –ZrO2, t – ZrO2 → c – ZrO2 type 
can have a dual effect on the change in the 
thermophysical and capacitive characteristics of this 
type of ceramics [12,13]. To restrain the polymorphic 
transformation processes, various additives in the 
form of magnesium, yttrium or calcium oxide 
dopants are usually used, allowing stabilization of the 
crystal structure of zirconium dioxide due to partial 
substitution of zirconium by a dopant. The latter 
results in formation of stable phases in the 
composition of ceramics that are not subject to 
polymorphism, the main reason for the occurrence of 
which, in addition to the deformation effect, is the 
presence of a large number of oxygen vacancies in 
the composition [14-16]. In this case, the use of 
stabilizing dopants is usually not only due to the 
possibility of initializing the polymorphic 
transformation processes in zirconium dioxide, but 
also to a decrease in the temperature at which these 
transformations are initiated, which in turn makes it 
possible to reduce the effect of thermal 
agglomeration of grains at high temperatures, which 
plays a very important role in determining the effects 
associated with size factors, and the size of the 
specific surface area [17, 18].  

The aim of this study is to determine the 
prospects of using CaCO3 as a stabilizing dopant for 
the initialization of polymorphic transformation 
processes in ZrO2 ceramics, and to establish the effect 
of annealing temperature on the phase formation 
processes associated with polymorphic 
transformations of the m – ZrO2 → t –ZrO2, t – ZrO2 
→ c – ZrO2 type, alongside the possibility of 
controlling them by varying the synthesis conditions. 
An important role in the research is played by the 
study of the influence of synthesis conditions not 
only on the processes of phase formation, but also on 
changes in strength characteristics, which play an 
important role in determining the potential for using 
this type of ceramics as structural materials. Interest 
in this research topic is due to the possibilities of 
controlling the polymorphic transformation 
processes in zirconium dioxide by adding stabilizing 
dopants, the use of which allows not only to initiate 
the polymorphic transformation processes, but also to 
reduce the temperature of these transformations, the 
reduction of which allows reduction of the 
production cost of ceramics, possessing strong 
potential for application both in structural materials 
and as fuel cells used to produce hydrogen, viewed as 
one of the auspicious alternative fuel types.  

2. Materials and methods 
 
The synthesis of ceramics was carried out using 

the method of mechanical activation combined 
with thermal annealing, the change in temperature 
of which allows initiating processes of change of 
both morphological properties and structural ones, 
associated with the variation of structural 
parameters and processes of polymorphic 
transformations, the occurrence of which in ZrO2 
ceramics can be initiated both by changing the 
sintering temperature and in the case of variation 
of the concentration of the stabilizing dopant. 
Calcium carbonate (CaCO3) was used as a 
stabilizing dopant in a molar ratio of 0.1 M of the 
total mass of powders used for the synthesis of 
ceramics using the mechanical activation method. 
The mechanical activation process itself was 
carried out using a PULVERISETTE 6 planetary 
mill (Fritsch, Berlin, Germany), the use of which 
allows obtaining ceramics that are homogeneous in 
size and uniform in composition by mechanically 
grinding the initial components in a given volume 
in a special tungsten carbide grinding cup, in which 
10 mm tungsten carbide balls are used as grinding 
media. The volume of balls in relation to the 
ground powders is 3 to 1, the total volume of the 
glass is 80 ml. Grinding is carried out at a grinding 
speed of 300 rpm for 30 minutes, after which the 
ground powders are removed from the glass and 
subjected to thermal annealing at various 
temperatures. Annealing of samples is carried out 
in a PM-1700 muffle furnace (Rusuniverstal, 
Chelyabinsk, Russia) using an annealing program 
that includes heating the samples to a given 
temperature at a rate of 20 °C/min, holding the 
samples at a given temperature for 5 hours and then 
cooling for 12 hours until the samples reach room 
temperature, which remain in the chamber the 
entire time until complete cooling. The range of 
variable annealing temperatures was from 1000 to 
1500 °C, the choice of this range is based on the 
possibilities of initializing the polymorphic 
transformation processes in ZrO2, the control of 
which using stabilizing dopants is one of the 
important methods of monitoring the phase 
transformation processes in zirconium dioxide.  

To determine the grain sizes, the laser optical 
diffraction method was used, which was 
implemented on the ANALYSETTE 22 NeXT Nano 
particle analyzer (Fritsch, Berlin, Germany). The 
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measurements were carried out in several parallels, 
which made it possible to establish not only the 
dynamics of grain size changes depending on the 
annealing temperature, but also to determine the 
convergence of the results obtained in various 
experiments aimed at identification of the synthesis 
method repeatability.  

The morphological features of the synthesized 
ceramics depending on the annealing temperature 
were obtained using the scanning electron 
microscopy method implemented on a Phenom™ 
ProX microscope (Thermo Fisher Scientific, 
Eindhoven, The Netherlands). Before analyzing the 
morphological features, the samples were dispersed 
on holders using a Nebula disperser (Thermo Fisher 
Scientific, Eindhoven, The Netherlands).  

The ceramics’ phase composition was 
established through the X-ray diffraction method, 
which consists in establishment of the main and 
impurity phases in the composition of the powders 
under study, and the change in structural parameters 
subject to the synthesis conditions. X-ray diffraction 
patterns were obtained on a D8 ADVANCE ECO 
powder diffractometer (Bruker, Karlsruhe, 
Germany). The diffraction patterns were recorded in 
the Bragg-Brentano geometry, in the angular range of 
2θ=20 – 70°, the measurement step was 0.03°, the 
spectrum acquisition time at a point was 1 sec. The 
DiffracEVA v.4.2 software was used to determine the 
structural parameters and their change depending on 
the phase transformations associated with a change in 
the annealing conditions. The structural parameters 
were refined by comparing the reference values with 
the experimental data, as a result of which the main 
parameters of the crystal lattice, as well as the degree 
of structural ordering, were established. The 
synthesized ceramics were also studied using the 
Raman spectroscopy method, the use of which made 
it possible to establish the kinetics of polymorphic 
transformations, since, unlike X-ray diffraction, the 
Raman spectroscopy method is more sensitive to 
structural changes and deformations that occur as a 
result of external influences or variations in synthesis 
conditions. The spectra were obtained on an Enspectr 
M532 Raman microscope (Spectr-M LLC, 
Chernogolovka, Russia).  

To gauge the hardness of ZrO2 ceramics 
contingent upon the annealing temperature, the 
microindentation method, implemented using a 
Duroline M1 microhardness tester (Metkon, Bursa, 
Turkey), was applied. The measurements were 
conducted using a Vickers pyramid, with a constant 
load on the indenter of 100 N. The choice of load 
range is determined by the standard hardness 
measurement procedure. 

 
3. Results and discussion   
 
Figure 1 illustrates the grain distribution 

assessment results in ZrO2 ceramics stabilized by 
CaCO3, contingent upon the annealing temperature, 
and reflects the annealing temperature effect on the 
grain agglomeration processes associated with both 
polymorphic transformations and thermal sintering 
of samples, resulting in formation of large 
agglomerates of large sized grains. The general form 
of the presented dependencies of the grain 
distribution diagrams is for trends that clearly depend 
on the annealing temperature, associated with the 
coarsening of grains and the formation of fairly large 
agglomerates that are not amenable to dispersion in 
ultrasound. At annealing temperatures of 1000 – 
1200 °C, the particle distribution has weakly 
expressed maxima in the region of 1-5 μm, which 
indicates fairly small grains, as well as a fairly large 
dispersion of particle size distribution associated with 
thermal exposure and phase transformation 
processes. In the case of the annealing temperature 
growth above 1200 °C, a sharp shift in the size 
distribution to the region above 10 µm is observed. 
This indicates agglomeration processes, which can be 
caused by both the effects of sintering at high 
temperatures and processes caused by phase 
transformations, the initialization of which occurs at 
high temperatures and, as a rule, is accompanied by 
coarsening of grains, resulting in compaction of 
ceramics. Moreover, the observed effects of 
asymmetry in the distribution of grains at 
temperatures of 1400 – 1500 °C may be associated 
with the formation of a finely dispersed fraction in 
the structure, the presence of which is due to the 
processes of phase formation and their enlargement. 
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Figure 1 – Results of the evaluation of grain distribution in the composition  
of ceramics using the optical laser diffraction method for the studied samples depending 

 on the variation of the annealing temperature 
 
 

Figure 2 shows the results of the morphological 
features of the synthesized ceramics obtained using 
the scanning electron microscopy method. The 
overall view of the presented changes in the 
morphology of the ceramics indicates the annealing 
temperature effect on the agglomeration processes, 
which can also be caused by the phase transformation 
effects associated with polymorphic transformations. 
Moreover, the overall appearance of the provided 
morphological features of ceramics contingent upon 
the annealing temperature has an analogous trend 
established during the particle size analysis through 
the optical laser diffraction method, the results of 
which are demonstrated in Figure 1. In the case of 
annealing temperatures of 1000 – 1200 °C, the 
morphology of the ceramics is represented by a finely 
dispersed fraction of spherical particles, 
characteristic of the monoclinic phase of ZrO2 used 
for synthesis. From this, it can be concluded that 
during thermal annealing of ZrO2 at temperatures 
below 1200 °C, morphological changes associated 
with the coarsening of grains due to their fusion or 
agglomeration are not observed. At an annealing 

temperature of 1200 °C, the initialization of the 
processes of agglomeration of grains into dendrite-
like formations, alongside their compaction, is 
observed. The latter indicates that with an elevation 
in the annealing temperature, the particles become 
larger, which can also be caused by the processes of 
polymorphism, which was established using the X-
ray diffraction method. In the case of annealing 
temperatures of 1400 – 1500 °C, the formation of 
large agglomerates of grains, in which a finely 
dispersed fraction is present, especially manifested at 
a temperature of 1500 °C, is observed. Moreover, the 
finely dispersed fraction is located at the boundary of 
large grains, thereby filling the intergranular space, 
forming a buffer zone, the presence of which can 
have a positive effect on strength properties. The 
nature of these grains, as well as changes in their 
concentration, may be due to the effects of 
polymorphic transformations that occur during the 
heat treatment of ceramics stabilized with CaCO3, the 
addition of which can lead to a shift in the 
temperature of polymorphic transformations in 
zirconium dioxide.  
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d) e) f) 

 
Figure 2 – Results of morphological features of synthesized ZrO2 ceramics stabilized with 0.1 M CaCO3  

at variation of annealing temperature: a) 1000 °C; b) 1100 °C; c) 1200 °C; d) 1300 °C; e) 1400 °C; f) 1500 °C 
 
 
Figure 3a illustrates the results of X-ray diffraction 

of the studied ceramic samples depending on the change 
in the annealing temperature of the ceramic samples, the 
variation of which allows for the initiation of phase 
transformation processes associated with polymorphic 
transformations. The dynamics of changes in the phase 
composition of ceramics with variations in the 
annealing temperature were determined by comparative 
analysis of the obtained X-ray diffraction patterns with 
the data of the PDF-2 database, which allows 
determination of the main and impurity phases in the 
composition of ceramics by comparison of card and 

experimental values, alongside determination of the 
type of polymorphic transformations that arise when the 
synthesis conditions change.  

The general view of the provided X-ray 
diffraction patterns when considering changes 
contingent upon the annealing temperature indicates 
a change in the phase composition of the ceramics, 
which clearly confirms the effect of adding the 
stabilizing dopant CaCO3 on the processes of phase 
transformations of the m – ZrO2 → t-ZrO2 type and 
the t – ZrO2 → c-ZrO2 type, which are characteristic 
of zirconium dioxide.
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Figure 3 – а) X-ray diffraction results of ZrO2 ceramic samples obtained at temperatures from 1000 ℃ to 1500 °C; 

 b) Raman spectra of ZrO2 ceramic samples obtained at temperatures from 1000 ℃ to 1500 °C 
Figure 3 – а) X-ray diffraction results of ZrO2 ceramic samples obtained at temperatures from 1000° C to 1500 °C;

 b) Raman spectra of ZrO2 ceramic samples obtained at temperatures from 1000 ° C to 1500 °C
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Figure 3b shows the Raman spectra of ZrO2 
samples with a concentration of 0.1 M CaCO3 at 
different annealing temperatures. The spectra of the 
samples obtained at temperatures of 1000 and 1100 
°C contain only modes associated with the 
monoclinic ZrO2 phase. At annealing temperatures of 
1200 and 1300 °C, a background appears in the 
spectra, the peaks of the monoclinic phase become 
less pronounced, which is associated with a rise in the 
content of the cubic ZrO2 phase in the samples. At a 
temperature of 1500 °C, the modes related to the 
monoclinic ZrO2 phase disappear, while three very 
broad peaks are visible in the spectra at 154, 280 and 
604 cm-1, indicating the presence of the cubic phase 
of ZrO2 [19]. 

Figure 4 demonstrates a diagram of the change in 
the phase ratio in the composition of ceramics 
depending on the annealing temperature. The phase 
composition of the ceramics, as well as the weight of 
each specific phase depending on the component 
ratio, was determined using expression (1):  

 
phase

admixture
admixture phase

RI
V

I RI


 ,    

      
(1) 

 
where Iphase is the intensity of the main phase, Iadmixture 
is the intensity of the impurity phase, the presence of 
which is associated with phase transformations, 
R=1.45.  

As is evident from the presented phase analysis 
data, at temperatures higher than 1200 °C, the c-ZrO2 
phase dominates in the ceramics, while the t-ZrO2 
phase content varies from 5 to 3 wt. % subject to the 
annealing temperature. Analyzing the observed 
reduction in the contribution of the t-ZrO2 phase with 
an increase in the annealing temperature, it can be 
concluded that a further increase in temperature can 
result in complete transformation of t-ZrO2 → c-
ZrO2, however, the decrease rate less than 1 % with 
the annealing temperature growth by 100 °C (with a 
change in temperature from 1400 °C to 1500 °C) 
indicates a low efficiency of the proposed increase in 
the annealing temperature for completing the 
processes of polymorphic transformations. In turn,  
 

the analysis of the shape of the diffraction reflections, 
alongside the data of the morphological features 
presented in Figures 1 and 2, indicate an increase in 
particle size with an increase in the annealing 
temperature, which in turn indicates that with a 
further growth in temperature to complete the 
processes of polymorphic transformations, the effect 
of uncontrolled sintering of particles into larger 
agglomerates can be observed. In turn, the observed 
alterations in the morphological characteristics of 
ceramics at temperatures of 1400 – 1500 °C indicate 
that larger particles represent the c-ZrO2 phase, while 
smaller particles may represent the t-ZrO2 phase, the 
proportion of which corresponds to the amount of 
finely dispersed fraction filling the intergranular 
space. Such filling, in turn, can lead to the effect of 
dispersion hardening associated with the filling of the 
intergranular space with small particles, which in turn 
inhibit the spread of microcracks under external 
mechanical influences.  
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Figure 4 – Phase analysis results of the studied ceramics 
 under variation in synthesis conditions associated  

with annealing temperature alterations 
 
The data on the phase ratio alteration in the 

composition of ceramics with a variation in the 
annealing temperature, allows formulation of the 
basic formula reflecting the polymorphic phase 
transformation processes in ceramics stabilized by 
CaCO3. This formula can be written as follows:  

 

 

monoclinic − ZrO2  
1100 ℃
→     tetraconal –  ZrO2

1200−1500 ℃
→           cubic − Zr(Ca)O2(tetragonal − ZrO2) 
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Table 1 demonstrates the structural parameters of 
the studied ZrO2 ceramics subject to the samples’ 
annealing temperature. 

According to the tabular data, the ionic radius of 
Zr4+ is about 79 pm, the ionic radius of Ca2+ is about 
99 pm. In this case, the difference in ionic radii of 
about 20 pm causes the growth effect of the 

parameters of the crystalline cubic ZrO2 phase, 
observed with the annealing temperature elevation 
from 1200 to 1500 °C. From which it follows that the 
formed c-ZrO2 phase can be represented as с –
Zr(Сa)O2, characteristic of the effect of partial 
substitution of zirconium ions by calcium ions in 
octo- and tetrahedral positions. 

 
 
Table 1 – Structural parameter data of ZrO2 ceramics 
 

Phase 
Temperature, °C 

1000 1100 1200 1300 1400 1500 

m-ZrO2 

a=5.2781±0.0013 
Å, 

b=5.1871±0.0015 
Å, 

c=5.1315±0.0021 
Å, β=99.425° 

a=5.2802±0.0024 
Å, 

b=5.1895±0.0014 
Å, 

c=5.1317±0.0023  
Å, β=99.424° 

- - - - 

t-ZrO2 

a=3.5834±0.0026 
Å, 

c=5.1701±0.0024 
Å 

a=3.5837±0.0023 
Å, 

c=5.1705±0.0027 
Å 

a=3.5841±0.0026 
Å, 

c=5.1714±0.0014 
Å 

a=3.5846±0.0013 
Å, 

c=5.1725±0.0025 
Å 

a=3.5861±0.0023  
Å, 

c=5.1731±0.0028 
Å 

a=3.5867±0.0021  
Å, 

c=5.1734±0.0014 
Å 

c-ZrO2 - - a=5.0831±0.0015 
Å 

a=5.0834±0.0012 
Å 

a=5.0835±0.0029 
Å 

a=5.0843±0.0023  
Å 

Crystallinity 
degree, % 91.1 91.6 92.5 94.5 95.4 95.7 

 
 
Based on the data obtained, the structural 

ordering degree (crystallinity degree) of the studied 
ceramic samples depending on the annealing 
temperature, the data on the change of which are 
presented in Table 1, was evaluated. According to the 
assessment conducted, the annealing temperature 
increase leads to the structural ordering degree 
growth, which implies that the phase composition 
alteration results in perfection of the crystal structure, 
due to its ordering, alongside alterations in structural 

features. At the same time, the broadening of the 
crystal lattice parameters as the crystallinity degree 
increases is due to substitution effects, resulting in 
formation of the c –Zr(Ca)O2 phase.   

Figure 5 reveals the hardness assessment results 
of the studied ZrO2 ceramics depending on the 
annealing temperature. Hardness measurements were 
carried out by indenting the surface in different areas 
in order to determine the hardness and isotropy of the 
strength parameters.
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Figure 5 – Evaluation results of alterations in the hardness of ZrO2 ceramics contingent upon  
the annealing temperature (the dotted lines indicate the hardening effect of ceramics obtained  

at temperatures of 1100 – 1500 °C in comparison with samples obtained at an annealing temperature of 1000 °C) 
 
 
The overall trend of alterations in the hardness of 

ceramics with changes in the annealing temperature, 
which, as has been established, results in phase 
polymorphic transformations, implies a positive 
effect of polymorphic transformations on the 
ceramics' hardening. Moreover, the displacement of 
the monoclinic phase from the composition of 
ceramics due to the increase in the contribution of the 
tetragonal phase and subsequently the cubic phase 
causes a growth in hardness by more than 10-28 %. 
At the same time, in the case of dominance of the 
cubic phase, the hardening effect is caused by the 
dispersion effect associated with the filling of the 
intergranular space with a finely dispersed fraction of 
t-ZrO2, which has a positive effect on enhancement 
of resistance to external mechanical influences (in 
particular, enhancement of resistance to external 
pressure created by an indenter during hardness 
measurements). 

 
4. Conclusion  
 
During the conducted studies of the influence of 

annealing temperature on the polymorphic 
transformation processes in ZrO2 ceramics during 
their stabilization with 0.1 M CaCO3, the following 
results were obtained: 

1. An analysis of the morphological features of 
the obtained ceramics revealed that polymorphic 
transformations of the m – ZrO2 → t-ZrO2 type lead 
to the formation of a finely dispersed fraction with a 

porous structure, while at annealing temperatures 
above 1200 °C, the resulting polymorphic 
transformations of the m – ZrO2 → с –Zr(Сa)O2 type 
result in grain coarsening with the formation of large 
particle agglomerates.  

2. According to the evaluation results of the phase 
composition of ceramics, it was established that the 
addition of 0.1 M CaCO3 to the ZrO2 ceramics’ 
composition at temperatures higher than 1200 °C 
makes it possible to exclude polymorphic 
transformations associated with the tetragonal phase 
formation, while the main alterations are associated 
with the m – ZrO2 → с –Zr(Сa)O2 type polymorphic 
transformations, which are accompanied by the 
formation of a partial substitution phase of Zr(Сa)O2, 
the formation of which leads to an elevation in 
structural ordering and, as a consequence, a reduction 
in the concentration of oxygen vacancies in the 
composition.  

3. Analysis of structural parameter alterations 
confirmed the presence of the Zr(Ca)O2 substitution 
phase, the formation of which occurs due to partial 
substitution of Zr4+ ions by Ca2+ ions, which leads to 
a rise in the crystal lattice parameters. 

4. It has been determined that the formation of 
the t-ZrO2 impurity phase in the composition of 
Zr(Ca)O2 ceramics obtained at thermal annealing 
temperatures of 1400 – 1500 °C results in 
formation of an interphase hardening effect 
associated with the formation of a finely dispersed 
fraction in the interboundary space, leading to the 
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containment of microcracks under external 
mechanical influences. 

Based on the conducted studies and analysis of 
structural changes, a general conclusion can be made 
that the addition of a stabilizing dopant CaCO3 at a 
concentration of 0.1 M results in initialization of 
phase transformation processes of the m – ZrO2 → t-
ZrO2 type at a temperature of 1000 – 1100 °C with 
the possibility of obtaining composite ceramics 
consisting of two phases, the ratio of which varies 
depending on the annealing temperature. At 
annealing temperatures above 1200 °C, the addition 
of CaCO3 leads to the initialization of the m – ZrO2 
→ c –Zr(Ca)O2 processes, which makes it possible to 

obtain ceramics in which the dominant phase is c –
Zr(Ca)O2, and the finely dispersed fraction, the 
presence of which enhances the resistance of 
ceramics to external influences, is t-ZrO2 grains. 
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This study provides a detailed analysis of the temperature-dependent electrophysical properties and current-
voltage (I-V) characteristics of p-n junction structures based on Silicon (Si) and Gallium Arsenide (GaAs). 
The investigation spans a temperature range of 0–1000 K, examining key parameters such as bandgap, 
mobility, intrinsic carrier concentration, and I-V characteristics. Advanced modeling and calibration 
techniques were employed to reveal intricate thermal dependencies of these parameters and their impact 
on device behavior. The results demonstrate that recombination currents dominate at low forward biases 
(0.1–0.3 V), characterized by an ideality factor near 2, while diffusion currents prevail between 0.3–0.7 V, 
with an ideality factor approaching 1. At higher voltages, high-injection conditions emerge. In Si, diffusion 
mechanisms dominate from 0.4–0.7 V, while in GaAs, recombination remains the primary mechanism up 
to 1.2 V. These findings are corroborated by semi-logarithmic I-V curves, illustrating the distinct transitions 
between current mechanisms. This comprehensive study highlights the robustness of the proposed models 
in accurately capturing the temperature-dependent behavior of these materials. The insights gained offer 
valuable implications for optimizing p-n junction-based devices across a wide temperature range. Future 
research will extend these models to explore more advanced semiconductor structures and operational 
scenarios.
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implications for optimizing p-n junction-based devices across a wide temperature range. Future research will 
extend these models to explore more advanced semiconductor structures and operational scenarios. 

 
Key words: p-n junction, Si, GaAs, calibration, cryogen temperature, bandgap, mobility, intrinsic 

concentration, I(V) curve, ideality factor.  
PACS number(s): 73.40. Lq, 73.61.C w, 73.61. E y, 72.20. Jv 
 
 
 
 
1 Introduction 
 
Semiconductor devices, particularly p-n 

junctions, are integral components of modern 
electronic systems. Accurate modeling and 
calibration of the electrophysical properties of Si and 
GaAs are essential for optimizing device 
performance. Temperature is one of the most 
important parameters that externally affect the 
electrophysical properties of semiconductor 
materials. This article details the methodologies for 
modeling and calibration, offering insights into the 
unique characteristics exhibited by Si and GaAs p-n 
junctions. These methodologies enable a thorough 
exploration of temperature-dependent behaviors, 
enhancing our understanding of semiconductor 
physics and influencing the design of electronic 
systems. The use of these simulation tools allows for 
a more nuanced understanding of the complex 
interactions within semiconductor materials. 

Semiconductor materials are selected based on their 
wide application in semiconductor devices. The most 
crucial electrophysical parameters include the band 
gap, intrinsic carrier concentration, and the mobility 
of electrons and holes, along with current-voltage 
characteristics. In this paper, we focus on analyzing 
the features of semiconductor materials such as Si 
and GaAs. The mechanisms within the p-n junction 
are examined through the analysis of the I(V) 
characteristic and ideality factor. As is known, the 
band gap of semiconductor materials depends on 
several factors, such as temperature [1-3], geometric 
size [4, 5], and particle size in semiconductor 
nanomaterials [6]. The p-n junctions of Si and GaAs 
are well-studied, and the I(V) characteristics under 
forward bias are explained both experimentally and 
through modeling [7-12]. Investigating the ideality 
factor of p-n junctions is an established method for 
explaining current mechanisms [13-16]. However, 
many formulas for calculating the ideality factor in p-

https://doi.org/10.26577/phst2024v11i2b05
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n junctions are not well-explained across a wide 
range of both reverse and forward voltages. By 
studying existing models and developing new ones, 
we aim to address these shortcomings more 
effectively. Semiconductor devices can be modified 
in terms of geometry, materials, and structure. The 
subsequent sections of this article outline the 
methodologies employed for modeling and 
calibration, present the results of the temperature-
dependent analysis, and discuss the implications for 
the broader field of semiconductor electronics. We 
also discuss the temperature dependence of band gap, 
mobility of electrons and holes, intrinsic 
conductivity, and the I(V) current and ideality factor 
m(V) as a function of forward voltage. 

 
2. Methods and theoretical background 
 
In this section, we conduct a comprehensive 

analysis of both the material characteristics and the 
methodologies employed. The study delves into the 
temperature dependence of electrophysical 
parameters, including band gap, intrinsic carrier 
concentration, electrical conductivity, and mobility. 
Our investigation specifically aims to clarify the 
current transport mechanisms in Si and GaAs-based 
p-n junctions, using a method that calculates the 
ideality factor by considering drift-diffusion and 
generation-recombination current mechanisms. 

 
2.1 Bandgap and intrinsic concentration 
As previously mentioned, the Band Gap emerges 

as the most crucial parameter in semiconductor 
materials. Therefore, the equation (1) enables the 
calculation of the varying temperature of the bandgap 
for Si and GaAs. The formula for calculating the 
temperature dependence of the bandgap in 
semiconductor materials is typically described by the 
Varshni equation. It's expressed as: 

 

2

( ) ( 0)g g
TE T E T

T





  


             (1)  

 
where Eg(T) and Eg(T=0) are band gap at T and 0 K 
respectively, α and β are material-specific constants. 
This equation shows how the bandgap energy varies 
with temperature. The parameters α and β are 
experimentally determined constants for a particular 
semiconductor material. The results of our new 
model and the corresponding equation are depicted in 
Figure 1. The intrinsic concentration serves as a 
fundamental electrophysical parameter of semicon-
ductor materials. The intrinsic carrier concentration 
ni in a semiconductor is given by the equation: 

 
( )

( ) ( ) ( ) exp( )
2
g

i C V

E T
n T N T N T

kT
     (2) 

 
where: NC(T) and NV(T) are the effective density of 
states in the conduction band and the effective 
density of states in the valence band. Eg(T) is the 
energy band gap, k is the Boltzmann constant and T 
is the absolute temperature. The values of NC(T) and 
NV(T) depend on the material and are often expressed 
as functions of temperature.  

     
2.2 Mobility and intrinsic electrical conductivity  
The significance of carrier mobility in 

semiconductors is at a high level, especially when 
working with semiconductor devices. Carrier 
mobility refers to the ability of charge carriers 
(electrons or holes) to move through a semiconductor 
material in response to an electric field. The mobility

,n p  is expressed in units of cm²/V·s and is given by 
the formula (3a) and (3b): Semiempirical formulas 
(3a) and (3b) do not match the experimental results at 
temperatures below 50K.

 

0

0.57 8 2.33

0.146

2.4
17

7.4 10
300

1 0.88
300

1.26 10
300

n n

D

T T

N T
T

 
 



      
 

           
  

                                     (3a) 

 



41

J. Sh. Abdullayev and I. B. Sapaev                                                        Phys. Sci. Technol., Vol. 11 (No. 3-4), 2024: 39-48

0

0.57 8 2.33

0.146

2.4
17

1.36 10
300

1 0.88
300

1.26 10
300

n p

A

T T

N T
T

 
 



      
 

           
  

                                             (3b) 

 
 
Where NA and ND are acceptor and donor 

concentrations respectively, incomplete ionization 
has been considered in several studies [17, 18], but in 
this work, we assume that all NA and ND acceptor and 
donor ions are fully ionized. T is the temperature,

0p and 0n  are constant values for material Si and 
GaAs. Several factors affect carrier mobility such as 
temperature [19-21], Masetti [22]. However, in this 
study, we exclusively utilized model mobility 
dependent on temperature. Materials with high 
charge carrier mobility are crucial for faster and more 
efficient electronic devices. Si and GaAs are 
commonly used semiconductors with relatively high 
carrier mobility. Carrier mobility plays a vital role in 
the design and optimization of semiconductor 
devices, such as transistors, diodes, and integrated 
circuits. At high electric fields, carrier velocity may 
saturate due to scattering effects. Understanding 
carrier mobility is essential for designing 
semiconductor devices that operate efficiently and 
reliably. Different operating modes and factors 
affecting mobility are key to optimizing 
semiconductor technology for various applications. 
Ordinarily, multiple sources of scattering, such as 
impurities and lattice phonons, are present 
concurrently. A widely used approximation is 
''Matthiessen's Rule, '' which was originally 
formulated by Augustus Matthiessen in [23]. This 
rule combines the effects of different scattering 
mechanisms and is expressed as (4): The graphical 
representation of the result from expressions (3a) and 
(3b) are depicted in Figure 4, illustrating intrinsic 
electrical conductivity as a function of temperature. 
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Another electrophysical parameter influenced by 
temperature is intrinsic conductivity. intrinsic 
electrical conductivity in semiconductors is strongly 
temperature-dependent. At low temperatures, very 
few electrons have enough energy to jump from the 
valence band to the conduction band, leading to low 
conductivity. As temperature increases, more 
electrons gain sufficient thermal energy to overcome 
the band gap, moving into the conduction band, and 
creating electron-hole pairs. This increase in charge 
carriers (both electrons and holes) causes the intrinsic 
conductivity to rise exponentially with temperature. 
Although this mathematical model was analyzed over 
a wide temperature range, the effects of incomplete 
ionization at low temperatures were not considered. 
This approach was chosen to first examine the model 
without accounting for incomplete ionization as an 
initial step, with plans to incorporate incomplete 
ionization in subsequent studies. The relationship is 
typically modeled as (5): Thus, the intrinsic 
conductivity increases with temperature as more 
carriers are thermally excited across the band gap.  
For the materials we have chosen, expression (5) 
corresponds to the equation for electrical 
conductivity as a function of temperature: 

 

0

( )
( ) ( ) exp( )

2
gE T

T T
kT

               (5) 

( )T  is the conductivity, 0 ( )T  is determined 
by expression (6), which indicates a linear 
dependence on temperature, and we have also 
considered that this expression is temperature-
dependent. This expression (5) was analyzed in two 
cases: Case A, where 0 ( )T  is assumed to have a 
strong linear dependence on temperature, and Case 
B, where 0 ( )T  is considered temperature-
independent. The difference between Cases A and B 
is presented and analyzed in Figure 3. 
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0 ( ) ( ( ) ( ) ( ) ( ))n pT q n T T p T T          (6) 
 

Here, ( )n T and ( )p T  are the electron and holes 

concentration, ( )n T  and ( )p T  are the electrons 
and hole mobility which represents the temperature 
dependence. If we consider equal intrinsic electrons 
and holes concentration ( ) ( )i in T p T , expression 
(5) can be substituted with expression (7). 
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The graphical representation of the result from 

expression (7) is depicted in Figure 3, illustrating 
intrinsic electrical conductivity as a function of 
temperature. The obtained results were derived by 
considering the temperature dependence of the 
electrophysical parameters in our model. 

 
2.3 I(V) curve and ideality factor 
The forward voltage curve can be divided into 

three distinct regions. At low voltage, the 
recombination mechanism predominantly influences 
the behavior. In the middle voltage range, the 
diffusion current mechanism takes precedence, while 
at high voltage, the high injection mechanism 
becomes dominant. The Shockley diode equation 
describes the current-voltage characteristic of an 
ideal p-n junction diode. The equation is given by: 

 

0( ) ( ) (exp( ) 1)p nqV
J T J T

mkT
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Where J(T) is the diode current, J0(T) is the 

reverse-bias saturation current. Vp-n is the applied 
voltage across the p-n junction, m is the ideality 
factor and unitless quantity, which is typically 
between 1 and 2, q is the charge of an electron. This 
equation provides a mathematical representation of 
the current-voltage relationship in a semiconductor 
diode under different bias conditions. The ideality 
factor of p-n and p-i-n junctions is determined by 
equation (9), but this expression is reliable and 
accurate only at voltages higher than 0.1 V. 
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The barrier height ( )k T  of a p-n junction, also 
known as the built-in potential or contact potential, 
can be determined using the following formula: 
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Where NA and ND are the acceptor and donor 

concentrations, respectively, ( )in T is the intrinsic 
carrier concentration. This equation characterizes the 
equilibrium state of a p-n junction, wherein no 
external bias is applied. The barrier height is 
contingent upon doping concentrations and 
temperature.  

 
3. Simulation results and discussion 
 
This section presents graphical representations of 

the formulas and results analyzed above, derived 
from our new model, accompanied by a thorough 
analysis and comparisons. Figure 1 illustrates the 
results obtained from our model, which accurately 
represents the temperature-dependent bandgap width 
of Si and GaAs. Modeling the variation of the 
bandgap width with temperature over a wide range is 
crucial for understanding material behavior. Similar 
to Si, the bandgap of GaAs decreases with 
temperature; however, GaAs retains its direct 
bandgap nature, while Si exhibits an indirect 
bandgap. The temperature-dependent bandgap 
significantly impacts carrier generation, intrinsic 
carrier concentration, and overall device 
performance, including applications in solar cells, 
diodes, and transistors. Silicon is widely preferred for 
most electronic applications due to its abundance and 
indirect bandgap, while GaAs is commonly 
employed in optoelectronic devices such as LEDs 
and lasers, thanks to its direct bandgap. 

In the next steps, the expressions for intrinsic 
concentration (2). As a result, this becomes very 
important in our new model, which can explain these 
properties as functions of temperature. Figure 2 
presents results from our new model and outcomes 
derived from expression (2), accurately depicting the 
temperature-dependent intrinsic concentration with 
of Si and GaAs. The intrinsic concentration at 300 K 
for Si and GaAs signifies the equilibrium 
concentration of charge carriers (electrons and holes) 
in these materials.  
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Figure 1 – Bandgap of a semiconductor as a function of temperature 

Figure 2 – The intrinsic carrier concentration of a semiconductor as a function of temperature 

This intrinsic concentration, a characteristic 
property of semiconductors, is influenced by factors 
like the energy bandgap, temperature, and material-
specific parameters. Understanding, intrinsic 
concentration is critical to analyzing the electrical 
behavior of semiconductors, particularly in devices 
like diodes and transistors. At low temperatures, not 
all dopant atoms are ionized, leading to incomplete 
ionization. Conversely, at high temperatures, full 
ionization occurs as all dopant atoms are ionized. 

Figure 2 shows at 300 K, 10
3

11.5 10 [ ]in
cm

   for Si 

and 6
3

12 10 [ ]in
cm

   for GaAs indicate the intrinsic 

carrier concentration. 
By knowing the intrinsic concentration from 

expression (2), the intrinsic electrical conductivity 
can be determined using expression (7), which is 
shown as a function of temperature in Figure 3. The 
difference between state A and state B (6) lies in the 
value of the intrinsic conductivity, which reflects the 
strong temperature dependence of the expression. In 
state A, it takes a greater value compared to state B. 
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Figure 3 – Intrinsic conductivity of Si and GaAs as a function of temperature: 
 In case (A) a strong temperature dependence was considered, while in case 

(B)  a weak temperature dependence was taken into account

Figure 4 – The temperature dependence of carrier mobility for a) electrons and b) holes 
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Figure 4 illustrates a clear agreement between the 
mobility values derived from our new model and 
those obtained from reputable literature. Specifically, 

the electrons and holes mobilities 
2

1500[ ]n
cm
V s

 


 

and 
2

450[ ]p
cm
V s

 


 for silicon (Si) and the 

electrons and holes mobilities 
2

8500[ ]n
cm
V s

 


 and 

2

400[ ]p
cm
V s

 


 for (GaAs) align closely with their 

respective literature values [24]. This indicates the 

reliability and accuracy of our new model in 
characterizing the mobility of electrons and holes in 
these materials. 

Figures 5 and 6 showcase the I(V) characterristics 
of Si and GaAs materials, as determined by our new 
model. The drift-diffusion and generation-
recombination models were incorporated into the 
simulation as current transport mechanisms. The 
temperature dependence of the band gap was 
calculated using the Old Slotboom  mechanizm [25] 
and calibrated against experimental results for the 
selected Si material, as shown in Figure 5(a) [26]. By 
including the material parameters for GaAs, the new 
model produced the graph shown in Figure 5(b).

Figure 5 – a) Semilogarithmic I-V characteristics for the p-n junction based on Si, 
b) linear I-V characteristics for the p-n junction based on Si

Figure 5 illustrates that at low voltages, 
recombination current dominates up to 0.3 V, 
followed by diffusion current dominating up to 0.8 V. 
Beyond 0.8 V, the scenario shifts to high injection. 
Current (A) and voltage (V) characteristics are 
crucial for determining the current transfer 
mechanism and electrophysical processes in p-n 
junction structures. In the semi-logarithmic graph, 
the curvature of the curve between 0.1 and 0.3 V, and 
between 0.3 and 0.7 V at low voltage in forward bias, 
is explained by the current transfer mechanism. In 
this case, the ideality factor between 0.1 and 0.3 V 
takes a value close to 2, indicating a recombination 
mechanism. The ideality factor from 0.3 to 0.7 V is 
close to 1, signifying a diffusion mechanism. 

Figure 6 depicts the I(V) characteristic of GaAs 
material, highlighting the series resistance effect 
above 1.3 V. Figure 5 and 6 a) the dominant region 
of the semi-logarithmic graph is commonly used to 
explain the current transport mechanism at low 
voltages. In the model, temperature dependence is 
considered for the strong A and weak B states. The 
voltage dependence of the ideality factor for both 
cases A and B is presented in Figure 7. It's important 
to note that this equation assumes ideal conditions 
and does not consider factors such as surface states or 
non-idealities present in real-world devices. In this 
paper, we calculated for Si ( ) 0.823k T   volt, for

GaAs ( ) 1.34k T   volt by our model. 
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Figure 6 – a) Semilogarithmic I-V characteristics for the p-n junction based on GaAs,  
b) linear I-V characteristics for the p-n junction based on GaAs

Figure 7 – Forward bias voltage dependent ideality factor for the p-n junction 
based on Si(A), Si(B) and GaAs 

The ideality factor m is a dimensionless parameter 
that represents the deviation of the diode from ideal 
behavior. In an ideal diode, m would be equal to 1. 
However, in real-world diodes, m is often greater than 
1, indicating non-ideal behavior such as recombination 
currents, series resistance, and other imperfections. 
Typically, m values range from around 1 to 2 for most 
diodes, but it can vary depending on the type of diode 
and its characteristics. Understanding and accurately 
determining the ideality factor is important in the 

analysis and modeling of diode circuits. Figure 7 
displays the experimental results for Si(A) alongside 
the model results for Si(B) and our new model, as well 
as the results from the GaAs model. Analyzing the 
results for silicon (Si), it can be inferred that 
recombination mechanisms were predominant up to 
0.4 V, while diffusion mechanisms prevailed up to 0.8 
V. Due to GaAs's large band gap of 1.43 eV, the 
recombination mechanism was the dominant current 
mechanism from 0 V to 1.5 V. 
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3. Conclusion

In conclusion, our comprehensive investigation 
into the temperature-dependent properties of silicon 
(Si) and gallium arsenide (GaAs), achieved through 
meticulous modeling, calibration, and theoretical 
analysis, has yielded highly accurate findings. In the 
semi-logarithmic graph, the curvature of the curve 
between 0.1 and 0.3 V, and between 0.3 and 0.7 V, at 
low voltage in forward bias, is explained by the 
current transfer mechanism. In this context, the 
ideality factor between 0.1 and 0.3 V approaches 2, 
indicating a recombination mechanism. Conversely, 
the ideality factor from 0.3 to 0.7 V is close to 1, 

signifying a diffusion mechanism. We found that the 
temperature dependence of the internal electrical 
conductivity is stronger in case A than in case B. 
Furthermore, it was shown that in Si, the 
recombination mechanism dominates at low voltages 
between 0.1 and 0.3 V, while the diffusion 
mechanism prevails at higher voltages between 0.4 
and 0.7 V. In GaAs, the recombination mechanism is 
dominant across the voltage range of 0.1 to 1.2 V. 
The robustness of our model is evident in its ability 
to accurately capture and predict the intricate 
behavior of these materials across a broad 
temperature range. Consequently, we envision 
utilizing this model in our future research endeavors. 
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1. Introduction

The modern development of electronics and 
microelectronics would be unimaginable without 
advancements in the contact properties of 
semiconductor devices [1, 2]. This necessitates the 
formulation of various contact types, such as ohmic, 
injection, or barrier contacts, each with specific 
parameters, optimized technological processes, and 
reduced production costs [3-5]. To achieve this, 
technologies are being developed to replace 
expensive materials, such as gold and silver, with 
more affordable alternatives. In this context, the aim 
is to align laboratory technologies for producing 
contacts in semiconductor devices with factory 
conditions. Many physical effects and phenomena 
remain underutilized due to the limitations of current 
technological methods in large-scale semiconductor 
device production.

The study of injection currents in compensated 
semiconductors, particularly in silicon that contains 
impurity atoms with deep energy levels, provides 
valuable insights into the nature of these levels and 
the physical mechanisms underlying current flow [6].
The analysis of current-voltage (I-V) characteristics 
of such structures enables researchers to determine 
the injection properties and potential barrier heights 
that arise at contact boundaries. This evaluation is 
crucial for assessing the influence of injection 
contacts on the observed physical effects [7, 8]. In 
this regard, structures based on compensated silicon 
are of considerable interest to researchers, as they 
display several intriguing physical phenomena that
could have wide-ranging applications in 
semiconductor electronics.

Developing p+-p-p+ and n+-n-n+ structures based 
on compensated silicon presents significant 
challenges. For instance, when fabricating structures 
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from compensated silicon doped with atoms such as 
Mn, Zn, or S, thermal processing is necessary, which 
can alter the material's electrophysical properties [9-
13]. Moreover, forming these contacts through 
melting various alloys or using diffusion techniques 
is not feasible due to the high diffusion coefficients 
of the materials typically used for contacts. To 
overcome this limitation, we have adopted an 
unconventional technological approach to create 
injection contacts. This method not only enables the 
formation of injection contacts but also brings the 
production technology closer to standard factory 
conditions.

2. Materials and methods for
obtaining injection structures

To create injection contacts, industrial-grade 
silicon wafers, designated KDB-2 and KDB-10
(boron-doped dislocation silicon), with a diameter of 
76 mm were selected as the starting material. The 
silicon was sliced into wafers with a thickness of 1 
mm, followed by mechanical grinding to eliminate 
the damaged surface layer. This grinding process 
used a suspension of silicon carbide, grade M-14, and 
approximately 100 μm was removed from each side 
of the wafer.

After polishing and a preliminary chemical 
cleaning, the diffusion of boron or phosphorus 
impurity atoms was carried out under factory 
conditions. The diffusion of boron and phosphorus in 
silicon was executed in two stages using solid 
sources. Boron nitride (BN) and phosphorus 
pentoxide (P₂O₅) served as the diffusing agents. The 
initial boron diffusion was performed at a 
temperature of 1353 K for 40 minutes in a nitrogen 
atmosphere to develop an enriched layer. As is well 
known, BN is stable and prevents the oxidation of the 
source, leading to the formation of boron oxide 
(B₂O₃) on the silicon wafer. This method results in a 
high concentration of boron in silicon, achieving a 

doping uniformity of approximately 5%. Following 
the initial diffusion, boron atoms were further 
diffused at a temperature of 1473 K for 6.5 hours in 
a nitrogen atmosphere. The thickness of the resulting 
p+-layers varied from a few micrometers to 30-40
μm, depending on the diffusion temperature and 
duration.

To create n-type contacts, P₂O₅ was utilized as 
the diffusant. Phosphorus diffusion was carried out in 
a nitrogen atmosphere at a temperature of 1393 K for 
40 minutes, followed by additional diffusion at 1473 
K. By carefully controlling the diffusion time, we 
achieved an n+ injection layer with a thickness 
ranging from a few microns to 35-40 μm, with a 
doping uniformity of ±5%.

The solid sources BN and P₂O₅ create diffusion 
layers within silicon wafers that exhibit a high 
surface concentration, Ns = 10²⁰ cm⁻³. In our 
experiments, surface resistivity measurements 
indicated that the boron and phosphorus 
concentrations were approximately Ns ≈ 10¹⁹ cm⁻³. 
This level of concentration was influenced by lower 
temperatures and relatively short diffusion durations.

To fabricate structures based on compensated 
silicon doped with manganese impurity atoms, a gas-
phase diffusion method was employed. For doping 
purposes, the p+-p-n+ and n+-p-n+ structures were cut 
into parallelepiped crystals measuring (1-10) x (1-5) 
x 0.8 mm³. To remove mechanical defects, the 
crystals were ground on four sides while leaving the 
injection layer intact, followed by chemical etching. 
Subsequently, these structures were placed in quartz 
ampoules along with a manganese diffusant. The 
ampoules were evacuated to a vacuum of about 10⁻⁵
mmHg before being sealed. The diffusion annealing 
of the structures was conducted in a vacuum tube 
furnace at 1973°C, which allowed for temperature 
control with an accuracy of ±1 K. Table 1 presents 
the parameters of the resulting p+-p-ρ+ structures, 
which were dependent on the diffusion conditions of 
the manganese impurity atoms.

Table 1 – Diffusion process conditions and parameters of the obtained structures 

№ Т, К D см2/sec t, hour Np+,сm-3 Np,сm -3, base Np+,сm-3

1. 1473 5,1⋅10-12 1 2,2⋅1016 1,5⋅1015 2,2⋅1016

2. 1473 5,1⋅10-12 2 2,36⋅1017 1,5⋅1015 2,36⋅1017

3. 1473 5,1⋅10-12 3 2,3⋅1018 1,5⋅1015 2,3⋅1018

4. 1473 5,1⋅10-12 4 3,7⋅1018 1,5⋅1015 3,7⋅1018

5. 1473 5,1⋅10-12 6 3,4⋅1019 1,5⋅1015 3,4⋅1019
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Continuation of the table

№ Т, К D см2/sec t, hour Np+,сm-3 Np,сm -3, base Np+,сm-3

6. 1473 5,1⋅10-12 10 9,5⋅1019 1,5⋅1015 9,5⋅1019

7. 1473 5,1⋅10-12 12 1,26⋅1020 1,5⋅1015 1,26⋅1020

8. 1473 5,1⋅10-12 15 2,0⋅1020 1,5⋅1015 2,0⋅1020

9. 1473 5,1⋅10-12 17 2,6⋅1020 1,5⋅1015 2,6⋅1020

10. 1473 5,1⋅10-12 20 3,41⋅1020 1,5⋅1015 3,41⋅1020

11. 1473 5,1⋅10-12 24 3,6⋅1020 1,5⋅1015 3,6⋅1020

12. 1473 5,1⋅10-12 30 4,2⋅1020 1,5⋅1015 4,2⋅1020

13. 1473 5,1⋅10-12 40 4,9⋅1020 1,5⋅1015 4,9⋅1020

The diffusion temperature was monitored using a 
thermocouple placed directly next to the quartz 
ampoule. This setup allowed for precise control over 
the manganese diffusion temperature in silicon, 
which is crucial for defining the various diffusion 
technological modes. Such control facilitates the 
development of a reproducible technology for 
producing structures based on silicon that is 
compensated with manganese impurity atoms.

To differentiate compensating impurities from 
various uncontrolled defects, control samples were 
simultaneously annealed under the same 
technological conditions. The high diffusion 
coefficient of manganese impurity atoms in silicon 
enabled uniform doping of the structure bases within 
a short annealing time. This approach effectively 
prevents the deep penetration of boron or phosphorus 
impurity atoms into the silicon.

Таble 2 – The parameters of the obtained structures depending on the diffusion temperature of manganese impurity atoms in silicon.

The brand of the 
initial sample

The 
concentration 

of boron 
N.1016, cm-3

Diffusion 
temperature - 

°С

Diffusion 
time, t 

Type of 
conductivity of 
the base after 

diffusion

Sheet resistance of the 
base after diffusion ρ,

Ω⋅cm

Mobility
µ, 

сm2/В⋅sec

1 2 3 4 5 6 7
CDB-2 1,7 1100 1,5 p 6,3⋅103 230
CDB-2 1,7 1130 1,5 n 2,0⋅105 970

CDB-7,5 0,3 1080 1,5 p 7,0⋅104 184
CDB-7,5 0,3 1110 1,5 n 6,0⋅104 1010
CDB-10 0,2 1030 1,5 p 8,0⋅102 196
CDB-10 0,2 1035 1,5 p 3,6⋅103 208
CDB-10 0,2 1040 1,5 p 7,4⋅104 200
CDB-10 0,2 1045 1,5 p 1,4⋅105 195
CDB-10 0,2 1050 1,5 n 1,5⋅105 980
CDB-10 0,2 1060 1,5 n 7,1⋅104 910
CDB-10 0,2 1080 1,5 n 2,8⋅104 1020

By controlling the diffusion temperature, we 
were able to obtain structures with bases that 
exhibited both hole and electron conductivity, each 
with varying resistivity values. This process resulted 
in the production of structures such as p+-p(Si)-p, p+-
n(Si)-p+, n+-p(Si)-n+, and n+-n(Si)-n+. Once the 
diffusion process was completed, we ground the 
surfaces of the samples to 100 μm on all four sides. 
This was done to remove the enriched layer of 
manganese atoms, except on the sides where the 
specially created injection layers were located. The 

resistivity of the bases of these structures was 
measured through conductivity assessments while 
obtaining the voltage-current characteristics (I-V
characteristics).

3. Results and discussion

The I-V characteristics of the structures were 
investigated in darkness at room temperature. The 
study revealed a sharp increase in current at certain 
applied voltage values. To elucidate the mechanism 
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of current conduction in the injection structures and 
demonstrate that this increase is associated with 
unipolar injection, we examined the I-V
characteristics of the initial samples KDB-2; 10 
before and after thermal annealing, as well as 

structures with injection contacts and control samples 
(see Fig. 1). Additionally, for comparison, we 
investigated current conduction in injection 
structures that were compensated with manganese 
impurity atoms.
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Figure 1 – The I-V characteristics of the initial and control annealed structures of p+-p-p+

at a temperature of 300 K in darkness: a) p+ -p- p+ before annealing; b) p+-p-p+ after annealing;
c) KDB before annealing; d) KDB after annealing.

To confirm that the sharp increase in current is 
indeed related to the unipolar injection of holes, we 
examined the I-V characteristics of several 
structures: p+-p(Si)-p+, p+-n(Si)-p+, n+-p(Si)-n+, and 
n+-n(Si)-n+, all based on compensated silicon doped 
with manganese (see Figure 2). These investigations 
showed that unipolar injection of holes specifically 
occurs in the p+-p(Si)-p+ structures, which are 
responsible for the emergence of current injection 
instabilities.

The I-V characteristics of the structures were 
assessed under dark conditions and at room 
temperature. Our analysis revealed a sharp increase 
in current at specific voltage values. To demonstrate 
that this increase is linked to unipolar injection, we 
evaluated the I-V characteristics of the initial samples 
KDB-2 and KDB-10, both before and after thermal 
annealing, as well as in structures containing 
manganese impurity atoms and control samples (see 
Fig. 2). A comparison of the obtained I-V
characteristics confirmed that the sharp increase in 

current is indeed associated with the injection of 
charge carriers into the base of the structures doped 
with manganese impurity atoms. In contrast, other 
structures (see Fig. 2 curves 2, 3, 4) did not exhibit 
such a sharp increase in current.

To demonstrate that the sharp increase in current 
is specifically related to the unipolar injection of 
holes, we investigated the I-V characteristics of 
various structures: p+-p(Si)-p+, p+-n(Si)-p+, n+-p(Si)-
n+, and n+-n(Si)-n+. These structures are based on 
compensated silicon doped with manganese impurity 
atoms (see Fig. 2, curve 1). Our studies revealed that 
unipolar injection of holes occurs predominantly in 
the p+-p(Si)-p+ structures, which contribute to the 
emergence of current injection instabilities.

The examination of the I-V characteristics of 
these injection structures with varying concentrations 
in the injecting layer allowed us to identify the 
specific boron concentration at which the sharp 
increase in current is observed. The I-V character-
ristics from these investigations are illustrated in Fig. 
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3. As shown in the figure, an increase in boron
concentration in the injecting layer, within the range 
of NB=1015 to 1020 cm−3, leads to a rise in current 
when the concentration of boron atoms reaches 
approximately 1017 cm−3 or higher.

It is important to note that the increase in boron 
concentration in the p+-layer results in a shift towards 

lower voltages, where the degree of current increase 
becomes noticeable. At concentrations below NB

≤1017cm−3, there is no significant effect on the I-V
characteristics in the p+−p(Si)−p+ structures. Howe-
ver, at injecting contact concentrations of NB=1017

cm−3 to 1020 cm−3, after the sharp increase in current, 
oscillations in the circuit current start to appear.
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Figure 2 – I-V characteristics of the structures: curve 1: р+-р(Si<Mn>)p+;  
curve 2: p+-n(Si<Mn>)-p+; curve 3: n+-n(Si<Mn>); curve 4: n+-p(Si<Mn>)-n+.

At a temperature of 300 K, the specific resistance 
of the base measured ρ = 5 × 104 Ω·cm. Analyzing 
the voltage-current characteristics of the p⁺-p(Si)-p⁺
structures provided valuable insights into unipolar 

hole injection. According to existing literature [14-
20], unipolar carrier injection occurs in semico-
nductor materials that contain deep energy levels, 
which serve as traps for the primary charge carriers.
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Figure 3 – I-V characteristics of p⁺-p(Si<Mn>)-p⁺ structures with different concentrations of p⁺ layer: 
curve 1 – 10¹⁵ cm⁻³; curve 2 – 10¹⁶ cm⁻³; curve 3 – 10¹⁷ cm⁻³; curve 4 – 10¹⁸ cm⁻³; curve 5 – 10¹⁹ cm⁻³ at T=300K
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The quadratic section of the I-V characteristics of 
the structures corresponds to the monopolar injection 
of holes. The voltage at which the sharp increase in 
current begins, known as Vfct (where 'fct' stands for 
field charge of traps), indicates the point at which the 
traps are fully charged. This allows for a clear 
determination of the complete filling of the energy 
level of the manganese impurity atom by these traps, 
which are responsible for the excitation of current 
oscillations in the studied structure. The results from 
the I-V characteristic studies of the structures at 
various illumination intensities provide valuable 
information regarding the total concentration and 
ionization energy of the manganese impurity atoms 
in compensated silicon. 

If the value of Vfct is known, the concentration of 
impurity atoms at the energy level can be determined 
using the appropriate formula: 

2еd
V

N fct
t

ε
= (1) 

where ε is dielectric constant of silicon, e is charge of 
the electron, d is thickness of the base of the 
structures. This, in turn, allows for the determination 
of the ionization energy from the energy equation at 
a given temperature.

𝐸𝐸𝐸𝐸𝑣𝑣𝑣𝑣 − 𝐸𝐸𝐸𝐸𝑡𝑡𝑡𝑡 = 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑁𝑁𝑁𝑁𝑆𝑆𝑆𝑆
𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡

(2)

where Q is a coefficient, which shows the ratio of the 
concentration of free charge carriers to the 
concentration of carriers trapped at energy levels, is 
defined by the expression: 

𝑄𝑄𝑄𝑄 = 𝑛𝑛𝑛𝑛0𝐿𝐿𝐿𝐿2

𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝑋𝑋𝑋𝑋
(3) 

The calculation results show that for 
compensated silicon doped with manganese impurity 
atoms, this value is approximately Q ≈ (1 to 3)(1/2) 10, 
while the maximum values of concentration and 
activation energy of the manganese level are Nt = 2.4 
× 1010 cm⁻³ and Et = (0.14 to 0.16) eV, respectively. 
Knowing the experimental values of Vfct and Q at 
various light intensities for compensated Si<Mn> 
samples with different degrees of compensation, it is 
possible to determine the concentration of the energy 

level in the structures p⁺-p(Si<Mn>)-p⁺ that are 
responsible for the excitation of current oscillations. 

The results from the I-V characteristics studies 
allow us to determine the mobility of charge carriers. 
This mobility is a crucial parameter for 
understanding not only the mechanism behind 
injection instability but also the changes in carrier 
mobilities under conditions of strong compensation 
[17]. To calculate the mobility, the following formula 
was employed:

µ=Id2/EV (4) 

The mobility of holes was found to be in the 
range of μ = 100 to 300 cm²/V·s, depending on 
temperature, the degree of compensation of the base 
structures, and light intensity. 

The results of the I-V characteristics study 
conducted on various structures based on 
compensated silicon revealed that a noticeable sharp 
increase in current, referred to as the bulk field charge 
current (BFCC), along with associated current 
oscillations, is only evident in the p⁺-p(Si)-p⁺
structures. In contrast, the p⁺-n(Si)-p⁺, n⁺-n(Si)-n⁺,
and n⁺-p(Si)-n⁺ structures did not show any signs of 
BFCC or current oscillations. This suggests that the 
phenomena observed, particularly the vertical 
increase in current and the current oscillations, are 
linked to hole injection into the base of the p⁺-p(Si)-
p⁺ structures.

From the analysis of the literature data [21-25], it 
is clear that the injection current oscillations in the 
p⁺-p(Si)-p⁺ structures are particularly important for 
gaining additional insights to develop a unified 
model of current instability in compensated silicon.

The studies on the I-V characteristics of the p⁺-
p(Si)-p⁺ structures demonstrate that injection current 
oscillations occur at specific voltage levels, which are 
linked to the unipolar injection of holes. The research 
findings indicate that current oscillations in these 
structures are consistently triggered following a 
vertical increase in current within the I-V
characteristic region. Notably, before stable current 
oscillations are established, chaotic oscillations can 
be observed. These chaotic oscillations transition into 
regular oscillations with only a slight increase in 
voltage. Figure 4 illustrates the various forms of 
current oscillations.
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Figure 4 – Forms of injection current oscillations in structures p⁺-p(Si<Mn>)-p⁺. 

To determine the dependence of the conditions 
for excitation and parameters of current oscillations 
on the degree of compensation of the base, structures 
p⁺-p(Si<Mn>)-p⁺ with base resistivities ρₑ = 10² to 
10⁵ Ω•cm was obtained. The studies showed that 
oscillations in the structures are observed at room 
temperature and in the dark, starting with base 
resistivities ρₑ ≥ 3•10² Ω•cm.

The research findings demonstrate that injection 
current self-oscillations in p⁺-p(Si)-p⁺ structures are 
observed across a wide range of base resistivity, 
ranging from 100 to 100,000 Ω•cm. The magnitude 
of these oscillations depends on the concentration of 
electroactive manganese dopant atoms. Additionally, 
it has been established that these injection current 
self-oscillations exhibit bulk characteristics. The 
experimental results provide an opportunity to select 
p⁺-p(Si)-p⁺ structures with optimal base 
electrophysical parameters for further investigations.

4. Conclusion

The study of auto-oscillations in p⁺-p(Si<Mn>) 
injection structures, based on heavily compensated 

silicon, reveals significant insights into the dynamics 
of current instability. During unipolar injection, 
within particular voltage intervals, current oscilla-
tions are observed. These oscillations are of great 
significance as they reveal the complex interaction 
among compensation, base resistivity, and dopant 
concentration. Notably, as the voltage rises, the 
oscillations transition from chaotic to regular forms, 
opening up avenues for a more profound 
comprehension of their fundamental mechanisms.

Experimental investigations have firmly 
established that injection current oscillations occur 
over a wide range of base resistivity, spanning from 
10² to 10⁵ Ω·cm. Moreover, they are strongly 
influenced by the concentration of manganese atoms. 
This research emphasizes the bulk nature of these 
oscillations and their stability at room temperature in 
the absence of illumination. Consequently, p⁺-
p(Si<Mn>) structures emerge as a highly promising 
platform for further exploration and hold potential for 
applications in semiconductor devices.

The findings not only contribute to the evolution 
of a unified model of current instabilities in 
compensated silicon but also lay the groundwork for 
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optimizing the electrophysical parameters of such 
structures, thereby advancing semiconductor 
technologies.
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This study investigates the mechanisms and patterns of crevice corrosion in heat exchangers made from 
06KhN28MDT alloy (analogous to AISI 904L steel) in model water systems of industrial enterprises. Using 
mathematical models, the relationship between activation potentials (Ecrev), repassivation potentials (Erep), 
and free corrosion potentials (Ecor) with the alloy’s chemical composition and structural components was 
established. It was found that Ecrev shifted positively with increasing levels of Mn, Cr, Cu and dg (mean 
austenite grain diameter), and decreasing levels of C, Si, Ni, Ti, Mo, VS (sulfide volume), and VN (titanium 
nitride volume). Cr, Mo, and dg were identified as having the most significant influence on Ecrev, Erep and 
Ecor. The study also highlights the importance of chromium in improving the protective properties of the 
oxide film, and the reduction of local corrosion damage near titanium carbonitrides intersecting austenite 
grain boundaries. The study concludes that the alloy’s resistance to crevice corrosion in recycled water 
systems improves with higher concentrations of Cr, Mo, and dg. The mathematical models developed in this 
research can be applied to predict the corrosion resistance of heat exchangers made from 06KhN28MDT 
alloy in industrial water systems.
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Abstract. This study investigates the mechanisms and patterns of crevice corrosion in heat exchangers 
made from 06KhN28MDT alloy (analogous to AISI 904L steel) in model water systems of industrial 
enterprises. Using mathematical models, the relationship between activation potentials (Ecrev), repassivation 
potentials (Erep), and free corrosion potentials (Ecor) with the alloy’s chemical composition and structural 
components was established. It was found that Ecrev shifted positively with increasing levels of Mn, Cr, Cu and 
dg (mean austenite grain diameter), and decreasing levels of C, Si, Ni, Ti, Mo, VS (sulfide volume), and VN 
(titanium nitride volume). Cr, Mo, and dg were identified as having the most significant influence on Ecrev, Erep 
and Ecor. The study also highlights the importance of chromium in improving the protective properties of the 
oxide film, and the reduction of local corrosion damage near titanium carbonitrides intersecting austenite grain 
boundaries. The study concludes that the alloy’s resistance to crevice corrosion in recycled water systems 
improves with higher concentrations of Cr, Mo, and dg. The mathematical models developed in this research 
can be applied to predict the corrosion resistance of heat exchangers made from 06KhN28MDT alloy in 
industrial water systems. 

Key words: 06KhN28MDT alloy heat exchanger, crevice corrosion, recycled industrial water, selective 
metal dissolution. 

PACS number(s): 75.20.En. 

1. Introduction 

Plate heat exchangers made of 06KhN28MDT 
alloy are often used for the production of acids, such 
as sulfuric, hydrofluoric, stearic, phosphoric, etc. [1]. 
To cool process products, which are solutions of 
these acids, water from the recycling systems of 
enterprises is used. It contains chloride ions and other 
activators of local corrosion of passivated steels and 
alloys [2, 3]. This can cause pitting and crevice 
corrosion of heat exchange equipment in such media. 
Many studies have been devoted to determining and 
predicting the resistance of heat exchangers to pitting 
corrosion in recycled water [4-8]. In particular, the 
authors of [5] modeled the corrosion behavior of 
austenitic steels in chloride-containing media during 
the operation of plate-like heat exchangers, papers 
[6,7] are devoted to establishing the patterns and 
mechanisms of pitting corrosion of heat exchangers 

during its operation in chloride-containing media, 
and [9] to the influence of specific magnetic 
susceptibility on the corrosion losses of steel from 
pitting. And in [10, 11], the authors investigated the 
relationship between corrosion losses of the 
06KhN28MDT alloy in model reservoir waters of oil 
and gas fields in Kazakhstan, depending on its 
chemical composition and structure components. 
Academician L.I. Rosenfeld determined the 
similarity of pitting and crevice corrosion patterns 
[12], but the latter has some characteristic features. 
That is, in the paper investigated the patterns and 
mechanisms of crevice corrosion of plate-like heat 
exchangers made of 06KhN28MDT alloy in the 
recycled water of enterprises, using the analysis of 
the developed mathematical models that establish the 
relationship between the alloy's ultimate electro-
chemical performance and its chemical composition 
within the standard and the structure components. 

https://doi.org/10.26577/phst2024v11i2b07
https://orcid.org/0000-0002-6474-0732
https://orcid.org/0000-0001-5814-8268
https://orcid.org/0000-0002-2672-8281
https://orcid.org/0000-0003-1452-0544
mailto:Anna-92@ukr.net
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2. Materials and methods of research 

Five industrial melts of the 06KhN28MDT alloy, 
which is used to produce heat exchanger plates with 

a thickness of 0.3- 1.2 mm, were studied. The 
chemical composition of the alloy and the 
components of its structure (table 1) have been 
determined in [8]. 

Table 1 – Real sample based on sample research results 

№ 
swimming 

trunks 
х1 х2 х3 х4 х5 х6 х7 х8 х9 х10 х11 Ecor, 

V 
Ecrev- 

V 
Err, 
V 

ДЕ, 
V 

1 0,05 0,32 0,6 24,31 27,39 0,79 2,9 2,75 0,1711 0,0091 11 -0,4 1,1 0,8 1,2 
2 0,067 0,46 0,57 22,68 27,65 0,59 2,78 2,68 0,1427 0,0036 24 -0,43 0,58 0,5 0,93 
3 0,068 0,54 0,55 21,84 27,45 0,55 2,55 2,6 0,1918 0,0043 29 -0,42 0,58 0,22 0,64 
4 0,048 0,57 0,62 22,67 27,73 0,67 2,56 2,53 0,1692 0,0043 31 -0,4 1,1 0,55 0,95 
5 0,05 0,31 0,57 23,46 27,51 0,89 2,51 2,78 0,0931 0,0036 15 -0,38 1,13 0,6 0,98 

min 0.048 0.31 0.55 21,84 27,39 0,55 2,51 2,53 0,0931 0,0036 11 -0.5 0.4 0.1 
max 0.068 0.57 0.62 24,31 27,73 0,89 2,9 2,78 0,1918 0,0091 29 -0.1 1.2 0.7 

multiplicity 0.001 0.01 0.01 0,01 0,01 0,01 0,01 0,01 0,0001 0,0001 1 0,01 0,01 0,01 0,01 

where: x1 – C, carbon content in steel, wt. %; 
x2 – Mn, manganese content in steel, wt. %; 
x3 – Si, silicon content in steel, wt. %; 
x4 – Cr, chromium content in steel, wt. %; 
x5 – Ni, nickel content in steel, wt. %; 
x6 – Ti, titanium content in steel, wt. %; 
x7 – Mo, molybdenum content in steel, wt. %; 
x8 – Cu, copper content in steel, wt. %; 
x9 – volume of nitrides, %. V = 0.0931 – 0.1918, vol. %; 
x 10 – Volume of sulfides, %. V = 0.0036 – 0.0091, vol. %; 
x 11 – dg, μm, mean austenite grain diameter: d = 11-31μm; 
Ecor – free corrosion potential, V; 
Ecrev – activation potential, V; 
Erep – repassivation potential, V; 
ΔE is the criterion defined as Erep – Ecor, V. 

The variance of deviations in the content of the 
alloy components is: for carbon ± 0.002, silicon ± 
0.004, manganese ± 0.01, chromium ± 0.02, nickel ± 
0.03, molybdenum ± 0.02, copper ± 0.02, titanium ± 
0.02, phosphorus ± 0.02, sulfur ± 0.003 wt.%. 

Polished samples 30x20x10mm with a hole 06 
mm were collected in bags. A gap of 0.3 mm was 
set between the sample and the counterbody (the 
size of the gap between adjacent plates of plate-like 
heat exchangers, which was fixed with 
fluoroplastic washers). Electrochemical studies 
were performed on a P5848 potentiostat. The setup 

consisted of test samples made of 06KhN28MDT 
alloy with a thickness of 1 mm, a counter body 
made of the same alloy, a saturated chlorosilver 
comparison electrode, a Lugin capillary, an 
auxiliary electrode made of platinum, a 
fluoroplastic bolt and nut, cathode voltmeter (input 
resistance not less than 5 mV, measuring range not 
less than ±1V, counting accuracy not less than 5 
mV), microammeter (current measuring range 
from 0.1 MA to 10 MA) and thermostat for 
maintaining the temperature in the range of ±1°C 
(Fig. 1). 
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Figure 1 – Schematic diagram of the setup for electrochemical studies of 06KhN28MDT alloy  
in a chloride-containing solution of 3% NaCl: 1 – sample; 2 – counterbody; 3 – comparison electrode; 

4 – Lugin capillary; 5 – auxiliary electrode; 6 – fluoroplastic bolt and nut; 7 – potentiostat P 5848. 

The sample was immersed for 30 minutes in 
the solution, which was repeatedly passed through 
a Lugin capillary and a gap. Prior to polarization, 
the samples were kept in the solution for 10 
minutes until the steady-state potential was 
established and anodically polarized at a rate of 
1.8 V/hour. The forward and reverse 
potentiodynamic curves were taken until the 
current density (30 mA/cm2), and the reverse 
curves until the minimum cathodic currents (0.005 
mA/cm2) were recorded. The deviation of the 
activation potentials Ecrev and repassivation 
potentials Erep in the crevice did not exceed ±0.01 
V. The crevice corrosion resistance of 
06KhN28MDT alloy was evaluated by ΔE, a 
criterion determined by the difference between the 
repassivation potential Erep and the free corrosion 
potential Ecor. The alloy was considered to be 
resistant to crevice corrosion if ΔE>0.05V [13]. 
The alloy's Ecrev potential in the crevice was used 
as an additional criterion for assessing the alloy's 
crevice corrosion resistance in model recycled 
water. The electrochemical parameters of the 
06KhN28MDT alloy are shown in Table 1. The  

generated variable (x1...x11) and output factors 
(Ecor, Erep, Ecrev, and ΔE) are shown in Table 2. 

Multivariate linear regressions were used as the 
basis for constructing mathematical models [14]. The 
first-order multivariate linear regression equation is 
as follows: 

yS=∑ В����� 𝑥𝑥��, у = 1, 2, … , S,          (1) 

where yS is the value of the initial characteristic for 
the s-th observation of the sample  

(Ecor, Erep, Ecrev), °С, 
Вj is the weight of the j-th feature,  
S is the number of sample instances. 
The quality of the model was assessed by the sum 

of squared instantaneous mistakes (2):  

Е =  


S

s
ss yy

1
2*)( ,         (2) 

where: ys is the actual value of the output feature for 
the s-th observation of the  training sample;  

ys* is the estimated value of the output feature for 
the s-th observation of the training sample. 
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3. Research results and discussion 

A multifunctional mathematical model (3) was 
developed using Equation (1) and the generated 
sample of events (Table 2). It establishes the 
relationship between the repassivation potential of 
the 06KhN28MDT alloy (Erep ) and its chemical 
composition (x1 ... x9 ) and structure components (x9 
... х ): 

Erep = -0.8136x1 -0.031x2 +0.0763x3 +0.3664x4 – 
– 0.3319x5 -0.0991x6 +0.2813x7 +

+ 0.1055x8 – 1.8513x9 +1.3326x10 +0.027x11,   (3) 

The quality of the constructed mathematical 
model (3) was evaluated using Formula 2, in 
particular, SSE is 0.0915 and MSE is 0.0018V. Thus, 
it adequately describes the relationship between the 
repassivation potential of the 06KhN28MDT alloy 
and its chemical composition and structure 
components and can be used to assess and predict the 
resistance of heat exchangers to crevice corrosion. 

According to the results of the analysis of the 
constructed mathematical model (3), it can be noted 
that the repassivation potential Erep of the studied 
alloy shifts in a positive direction with an increase in 
the content of silicon, chromium, molybdenum, 
copper, the volume of titanium sulfides, the mean 
grain diameter of austenite, and a decrease in the 
content of carbon, manganese, nickel, titanium, and 
the volume of titanium nitrides. It should be noted 
that the variables (x1 ... x11) of the mathematical 
model (3) have a different effect on the potential Erep 
of the alloy in the gap. In particular, according to 
model (3) and data (Table 1), it was found that it 
shifts to the positive side by 0.005; 0.905; 0.11; 0.03; 
0.007; and 0.54V with an increase in the content of 
Si, Cr, Mo, Cu, the volume of titanium sulfides, and 
the mean austenite grain diameter in the intervals 
given in (Table 1). At the same time, it was found that 
the potential Erep of the 06KhN28MDT alloy shifts by 
0.016; 0.0002; 0.113; 0.034; 0.046V in the negative 
direction with an increase in the content of C, Mn, Ni, 
Ti, and the volume of titanium nitrides in the intervals 
given in Table 1. It should be noted that C, Mn, Si, 
and the volume of titanium sulfides practically do not 
affect the repassivation potential Erep of the studied 
alloy in the gap, since it can change within the 
measurement mistake (±0.01V) when these 
parameters change in the mentioned intervals (Table 
1). Thus, it can be noted that the intensity of the 

influence of the parameters of the 06KhN28MDT 
alloy on its potential Erep in the gap increases in the 
following order: Cu; Ti; volume of titanium nitrides 
(VN); Mo; mean austenite grain diameter (dg); Cr. At 
the same time, it should be noted that Mo, Cr, and the 
mean austenite grain diameter of the alloy have an 
order of magnitude greater effect on the potential Erep 
than Cu, Ti, and the volume of titanium nitrides. This 
is consistent with the data from [15-19] on the ability 
of Cr and Mo to form mixed oxide films on the 
surface of stainless steels and alloys that actively 
counteract its local activation by chloride ions. 
Rosenfeld I.L. [12] and Todt F. [15] believed that Cr 
and Mo are the most effective alloying elements that 
increase the corrosion resistance of steels in chloride-
containing media. It is believed [20] that Mo 
increases the resistance of passive films to 
"breakdown" in chloride-containing media, improves 
passivation characteristics, and reduces the rate of 
metal dissolution in pitting [21]. Papers [22-24] 
found that in model recycled waters where plate heat 
exchangers are operated, the critical pitting 
temperature of AISI321 and AISI304 steels increases 
with an increase in their chromium content, while the 
other chemical elements in its composition do not 
affect it. Paper [7] found that the pitting resistance of 
the 06KhN28MDT alloy depends on the parameters 
of the chloride-containing media, its structure 
components, and the content of chromium, and the 
effect of Mo on the critical temperature of its pitting 
was not found. However, it is believed in [16] that 
Mo improves the protective properties of passive 
films in neutral solutions due to the adsorption of 
MoO4

-2 ions on them, which are formed as a result of 
the oxidative dissolution of molybdenum from steel 
and displacement chloride ions from its surface. In 
our opinion, the mechanisms of local corrosion of the 
06KhN28MDT alloy described in [22-24] are 
inherent in low- mineralized chloride-containing 
media, such as recycled water from enterprises. 
Indeed, under such conditions, the number of 
metastable pitting on the alloy surface decreases, 
which can contribute to the transformation of the 
remaining ones that have not been repassivated into 
stable ones due to the redistribution of the anode 
current density. Thus, we believe that under such 
conditions, Mo does not increase the resistance of the 
oxide film on the surface of the 06KhN28MDT alloy 
to the activating effect of chloride ions, but it 
promotes the repassivation of localized corrosion 
damage on its surface in the crevice, shifting the 
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repassivation potential to the positive side by 0.11V, 
as mentioned above. This increases the ΔE- criterion 
of the alloy, which indicates its resistance to crevice 
corrosion. However, it should be noted that 
chromium has an 8.2-fold stronger effect on the 
repassivation potential of the alloy under study than 
Mo. It is known [2, 3] that localized corrosion 
damage on the surface of steels and alloys originates 
and develops in the vicinity of inclusions. In addition, 
stable pitting occurs and develops in the vicinity of 
inclusions of a certain nature [26-28] and size [29], 
which are in contact with the boundaries of austenite 
grains [2, 3]. Therefore, according to dependence (3), 
the potential Erep of the 06KhN28MDT alloy shifts to 
the positive side with an increase in the mean 
diameter of the austenite grain and a decrease in the 
volume of titanium nitride inclusions in the vicinity 
of which pitting in the gap mainly originated. After 
all, the bigger dg and the smaller the size of these 
inclusions, the less likely they are to intersect. 

A multidimensional mathematical model (4) was 
constructed that establishes the relationship between 
the free corrosion potential Ecor of the 06KhN28MDT 
alloy in the crevice and its chemical composition (x1 
... x8) and structure components (x9 ... x11). 

Ecor = 0.285x1 -0.0032x2 +0.0304x3 +0.0325x4 – 
– 0.0324x5 -0.0026x6 – 0.1131x7 + 0.0002x8 –

– 0.0301x9 -0.1464x10 +0.0013x11;      (4) 

The quality of the mathematical model (4) was 
evaluated using formula (2), in particular, 
SSE=0.0028282 and MSE=0.0000057B. Thus, it 
adequately establishes the relationship between the 
potential Ecor of the studied alloy and its chemical 
composition and structure components. According to 
the results of the analysis of the mathematical model 
(4), it can be noted that the free corrosion potential 
Ecor of this alloy shifts to the positive side with an 
increase in the content of C(x1); Si(x3); Cr(x4); Cu(x8) 
and the mean austenite grain diameter (x11) and a 
decrease in Mn(x2), Ni(x5); Ti(x6); Mo(x7) and the 
volume of nitrides (x9) and titanium sulfides (x10). 
However, the intensity of the influence of these 
factors on the potential Ecor of the alloy under study 
is very different. In particular, it was found that it 
shifts to the positive side by 0.0057, 0.021, 0.0803, 
0.00005, and 0.026 V with an increase in the content 
of C, Si, Cr, Cu, and the mean diameter of the 
austenite grain in the intervals indicated in Table 1. 
In particular, this potential (Ecor) of the alloy shifts to 

the negative side by 0.0008, 0.011, 0.0009, 0.044, 
0.003, 0.0008 V with an increase in the content of 
Mn; Ni; Ti and the volume of titanium nitrides and 
sulfides in the intervals indicated in (Table 1). It was 
found that the intensity of the influence of the 
chemical composition and the structure components 
of the studied alloy on its free corrosion potential 
(Ecor) increases in the following order: dg, Mo, Cr. It 
can be noted that these alloying elements and the 
mean austenite grain diameter have the greatest effect 
on the potentials Ecor and Erep of the 06KhN28MDT 
alloy in the gap. At the same time, the influence of 
Cr, Mo, and dg on the alloy repassivation potential in 
the gap Erep is 11.3, 2.5, and 20.8 times, respectively, 
greater than on the free corrosion potential Ecor. It 
should be noted that ΔE, a criterion by which the 
resistance of steels and alloys to crevice corrosion is 
evaluated [13], of the 06KhN28MDT alloy increases 
by 0.15 V with an increase in its Mo content 
(Table 1). Thus, it turns out that Mo effectively 
increases the resistance of 06KhN28MDT alloy to 
crevice corrosion in model recycled water, 
contributing to a shift in the repassivation potential of 
the alloy (Erep) to the positive side and free corrosion 
Ecor to the negative side. At the same time, the 
alloying of the studied alloy with Cr has a more 
effective effect on its resistance to crevice corrosion 
in a chloride-containing medium, since its ΔE 
criterion increases by 0.825 V with an increase in its 
Cr content from 21.84 to 24.34 wt.% (Table 1).  

Summarizing the above, it can be noted that the 
06KhN28MDT alloy is resistant to crevice corrosion 
in model recycled water. It is due to high content of 
Cr and Mo.  

The activation potential of the 06KhN28MDT 
alloy in the gap (Ecrev), according to [13], is proposed 
as an additional criterion for assessing its resistance 
to crevice corrosion in model recycled water. For this 
purpose, a multidimensional mathematical model (5) 
was constructed, which establishes the relationship 
between this potential (Ecrev) of the alloy under study 
and its chemical composition (x1 ... x9) and structure 
components (x9 ... x11) (Table 1). 

ΔEcrev = -4.1448x1 + 0.0198x2 – 1.0528x3 + 
+ 0.5981x4 – 0.3620x5 – 0.4513x6 – 0.9145x7 +  
+ 0.1009x8 – 1.3369x9 – 9.811x10 + 0.0325x11;  (5) 

The quality of the constructed mathematical 
model (5) was estimated by formula (2), in particular, 
SSE = 0.6497 and MSE = 0.0130 V. Consequently, 
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this model adequately establishes the relationship 
between the potential Ecrev of the 06KhN28MDT 
alloy in the gap and its chemical composition and 
structural components. According to the results of the 
analysis mathematical model (5), it was found that 
the potential Ecrev of the studied alloy shifts to the 
positive side with an increase in the content of 
Mn(x2); Cr(x4); Cu(x8) and the mean austenite grain 
diameter (x11) and decreasing – C(x1); Si(x3); Ni(x5); 
Ti(x6); Mo(x7), the volume of nitrides(x9) and 
titanium sulfides (x10). It should be noted that they 
affect this potential with different intensities, since it 
shifts to the positive side by 0.108, 1.477, 0.025, and 
0.65 V with an increase in the content of Mn(x2); 
Cr(x4); Cu(x8) and the mean austenite grain diameter 
(x11), respectively, in the intervals indicated (in 
Table 1). At the same time, it was found that the Ecrev 
potential shifts to the negative side by 0.082, 0.074, 
0.123, 0.153, 0.357, 0.132, and 0.054 V with an 
increase in the content of C(x1) in the alloy; Si(x3); 
Ni(x5); Ti(x6); Mo(x7), the volume of nitrides (x9) and 
titanium sulfides (x10), respectively, in the intervals 
indicated in (Table1). It was found that the intensity 
of the influence of the chemical composition of the 
06KhN28MDT alloy (x1 ... x8) and its structure 
components (x9 ... x11) on the potential Ecrev increases 
in the following order: Cu content (x6), volume of 
titanium sulfides (x10); Si content (x3); C (x1); Mn 
(x2); Ni (x5); volume of titanium nitrides (x9); Ti 
content (x6); Mo (x7), mean austenite grain diameter 
(x11), Cr content. It should be noted that Cr, Mo, and 
the mean austenite grain diameter have the greatest 
effect on the repassivation potential (Erep), free 
corrosion (Ecor), and activation of the 06KhN28MDT 
alloy in the crevice (Ecrev). At the same time, Cr has a 
1.6 and 18.5 times more intense effect on the Ecrev 
potential than Erep and Ecor, respectively. At the same 
time, it should be noted that the mean austenite grain 
diameter has a 1.2 and 25 times more intense effect 
on Ecrev than Erep and Ecor, respectively. Taking into 
account the above, it can be noted that the probability 
of local corrosion damage in the vicinity of titanium 
nitrides at the intersection with the boundaries of 
austenite grains has almost the same effect on the 
Ecrev and Erep potentials of the 06KhN28MDT alloy in 
a chloride-containing media. This is due to the fact 
that the resistance of the oxide film to activation by 
chloride ions in these areas of the alloy and the 
influence of its structure imperfections on the 
repassivation of local corrosion damage are 
equivalent factors. But it should be noted that the 

effect of Mo on the potential repassivation Erep of the 
alloy is twice as high as Cr, which is consistent with 
the data from [21, 22]. 

It was found that the activation potential Ecrev of 
the 06KhN28MDT alloy in the crevice noticeably 
shifts to the negative side with an increase in the 
content of C (-0.008 V), Si (-0.07 V), Mo (-0.357 V), 
and Ti (-0.451 V) in the interval indicated in (Table 
1). This is most likely due to the precipitation of Mo 
and Ti carbides in the vicinity of titanium nitrides, 
where pittings were born. This is consistent with the 
data of [29], which states that an increase in the Ti 
content in stainless steels reduces the potential region 
corresponding to the passive state. Under such 
conditions, an increase in current density was 
recorded on the anode polarization curves. This is 
attributed [30] to the ability of carbides, especially Ti, 
Mo, and Nb, to accelerate the ionization of hydrogen 
ions on them, which helps to accelerate anodic 
processes associated with the ionization of metals in 
localized corrosion damage. Taking into account the 
data from [31], the facilitated activation of the 
06KhN28MDT alloy in the gap is most likely due to 
the promotion of Si to precipitate carbides from the 
solid solution of the alloy austenite. A noticeable 
shift in the potential Ecrev of the studied alloy to the 
negative side (-0.13V) with an increase in titanium 
nitride inclusions in the interval indicated in (Table 
1) is most likely due to the precipitation of Mo and
Ti carbides in their vicinity. After all, it shifts to the 
negative side by 0.082 V with an increase in the C 
content in the alloy, which created carbides with Mo 
and Ti. Obviously, the effect of Ti and especially Mo 
dissolved in a solid solution of austenite on the 
potential Ecrev is stronger than that of its carbides. 
This, taking into account the data in [2], may be due 
to the acceleration of the solid-phase diffusion of Fe 
atoms to the surface of local corrosion damage on the 
surface of the 06KhN28MDT alloy in the gap. It is 
likely that the shift of the potential Ecrev of this alloy 
in the negative direction (-0.12 V) with an increase in 
its Ni content is also associated with the acceleration 
of the solid-phase diffusion of Fe atoms to the 
surfaces of local corrosion damage, which 
contributed to their growth. The analysis of the 
mathematical model (5) also shows that the effect of 
titanium sulfides on the potential Ecrev of the alloy in 
the gap is close to Ti and Mo carbides in the vicinity 
of nitrides titanium, but half as much as these nitrides 
themselves. This is due to the fact that Mo and Ti 
sulfides are generally insoluble in acidic media [32], 
which are formed in the gap and localized corrosion 
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damage due to hydrogenation of alloy corrosion 
products. 

Summarizing the above, it can be noted that the 
potential Ecrev of the 06KhN28MDT alloy, unlike Ecor 
and Erep, depends on many chemical composition and 
structure elements. It shifts to the positive side with 
an increase in the content of Mn, Cr, Cu, dg and a 
decrease in C, Si, Ni, Ti, Mo, and the volume of 
titanium sulfides and nitrides. This dependence is due 
to the improvement of the protective properties of 
chromium-containing oxide films on the surface of 
the studied alloy and reducing the likelihood of local 
corrosion damage pitting carbonitrides titanium 
carbonitrides, where the overvoltage of hydrogen 
ionization in acidic media formed in the crevice is 
reduced. It was found that the potential Ecor of the 
studied alloy shifts to the positive side with an 
increase in the content of Si, Cr, Mo, Cu, VS, dg and 
a decrease in C, Mn, Ni, Ti and VN, but the influence 
of the parameters C, Mn, Si and VS is very low. It has 
been established that the potential Erep of the 
06KhN28MDT alloy shifts to the positive side with 
an increase in the content of C, Cr, Cu, dg and a 
decrease in Mn, Ni, Ti, Mo, VN, VS. It has been found 
that Cr, Mo and dg have the greatest influence on the 
potentials Ecrev, Erep and Ecor. At the same time, the 
higher they are, the higher the resistance of the alloy 
to crevice corrosion in model recycled water. The 
constructed mathematical models can be used for to 
evaluate і prediction resistance of heat exchangers 
made of 06KhN28MDT alloy to crevice corrosion 
during their operation in recycled water of 
enterprises. 

4. Conclusion 

Multifactorial mathematical models have been 
built that establish the relationship between the 
activation potentials Ecrev, repassivation Erep, and free 
corrosion Ecor of the 06KhN28MDT alloy depending 
on its chemical composition and structure 
components in model recycled water. It has been 
found that the potential Ecrev of the alloy shifts to the 
positive side with an increase in the content of Mn, 
Cr, Cu, dg and a decrease in C, Si, Ni, Ti, Mo, VS, VN. 
It was found that the potential Ecor potential of the 
alloy shifts to the positive side with an increase in the 
content of Si, Cr, Mo, Cu, VS, dg and a decrease in C, 
Mn, Ni, Ti, and VN, but the influence of C, Mn, Si, 
and VS is very low. It has been shown that the 
potential Erep of the alloy shifts to the positive side 
with an increase in the content of C, Si, Cr, Cu, dg and 
a decrease in Mn, Ni, Ti, Mo, VN and VS. 

At the same time, it was found that Cr is 1.6 and 
1.8 times and dg is 1.2 and 25 times more intensively 
affected by the Ecrev potential than by Erep and Ecor, 
respectively. However, the effect of Mo on the Erep 
potential is twice as large as that of Cr. It is shown 
that Cr, Mo and dg have the greatest influence on the 
potentials Ecrev, Erep, and Ecor. At the same time, it was 
found that the influence of Cr, Mo, and dg on Ecrev is 
1.6 and 143.5; Mo is 3.2 and 8.1; and dg   is 1.2 and 
2.5 times greater than on Erep and Ecor, respectively. It 
is shown that the resistance of the 06KhN28MDT 
alloy to crevice corrosion increases with an increase 
in the content of Cr, Mo, and the mean diameter of 
the austenite grain. 
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This research focuses on the interaction between liquid electrode (water) and atmospheric discharge 
streamers in air. It elucidates water surface deformations due to electrohydrodynamic effects in high-
voltage discharge-distilled water interaction. The aim is to comprehensively study processes in the water 
layer under electrical discharges, with research areas covering discharge parameter measurement, water 
surface deformation control, and electrode change analysis. The study holds scientific significance in 
enhancing understanding of electrohydrodynamic effects and plasma-liquid interaction mechanisms. 
Practically, it has potential applications in water treatment, liquid purification, and materials science. 
Research methods involve analyzing electrical characteristics of the discharge and surface properties of a 
metal grounded electrode in water. Key results show water surface deformation, electrolysis, and discharge 
electrical property changes at a fixed liquid thickness, characterizing plasma-liquid interaction dynamics 
and enabling optimization of related technologies. The results can enhance water treatment and purification, 
assist in new material and coating development. In water treatment and liquid purification, they can boost 
pollutant decomposition via plasma and electrolysis. In materials science, they can guide new anticorrosive 
coating development on metals by studying oxidation and deposition under plasma discharge. The data also 
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Abstract. 
discharge streamers in air. It elucidates water surface deformations due to electrohydrodynamic effects in high-
voltage discharge-distilled water interaction. The aim is to comprehensively study processes in the water layer 
under electrical discharges, with research areas covering discharge parameter measurement, water surface 
deformation control, and electrode change analysis. The study holds scientific significance in enhancing 
understanding of electrohydrodynamic effects and plasma-liquid interaction mechanisms. Practically, it has 
potential applications in water treatment, liquid purification, and materials science. Research methods involve 
analyzing electrical characteristics of the discharge and surface properties of a metal grounded electrode in 
water. Key results show water surface deformation, electrolysis, and discharge electrical property changes at a 
fixed liquid thickness, characterizing plasma-liquid interaction dynamics and enabling optimization of related 
technologies. The results can enhance water treatment and purification, assist in new material and coating 
development. In water treatment and liquid purification, they can boost pollutant decomposition via plasma 
and electrolysis. In materials science, they can guide new anticorrosive coating development on metals by 
studying oxidation and deposition under plasma discharge. The data also benefits other plasma-technology-
related fields. 

Key words: plasma-liquid interactions, discharge in water, streamer dynamics, deformed water surfaces.  
PACS number(s): 79.60.Cn. 

1.  Introduction 

The non thermal gas discharges plasmas are the 
source of various charged species, metastable 
atoms, active radicals, UV photons and widely 
applied in the field of nanomaterial synthesis, 
surface treatment, gas conversion, agriculture, 
medicine and wastewater treatment [1-5]. The 
atmospheric pressure non thermal plasma sources 
are attracting more attention due to the high 
versatility, scalability and exhibit various interesting 
physical phenomena such as microdischarge [6,7] 
and self-organized pattern formation. In the field of 
plasma-liquid interaction, many studies have 
addressed various aspects of this physical 
phenomenon. Cavendish's work [8] was one of the 
first in this area, focusing on the production of nitric 
acid using electric sparks in air. These experiments 
were crucial for understanding the chemical 
reactions that occur in plasma-liquid interactions 

(“Experiments on Air”). Subsequently, scientists 
shifted their attention to a deeper understanding of 
chemical processes [9-11], the study of electrolysis 
[12-14], electrical destruction of dielectric liquids 
for high-voltage switching, and the interaction of 
plasma with liquids for applications in 
environmentally friendly technologies [15]. 

Some more recent works focus on effects such 
as various deformations of the water surface and 
electrohydrodynamic effects, which are widely used 
in various applications and electrospray 
technologies. 

The work of Kawamoto and Umezu [16] 
provided a deeper understanding of the effects of 
corona discharge on the pressure and deformation of 
the water surface, emphasizing the importance of 
linking these effects to the so-called “ionic wind” 
generated by the discharge. Research in the field of 
electrohydrodynamic instability conducted in [17] 
proposed a new method for analyzing the data of 
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instabilities generated by corona discharge in 
dielectric liquids. This research explores their effect 
on surface and volume deformations and considers 
the properties of the discharge and its potential for 
application in technical devices. 

The changes in the water surface in metal-water 
discharges have been carefully studied in [18], 
allowing the determination of different deformation 
modes depending on the discharge parameters. These 
studies provided key insights into the behavior of 
discharges and their potential in various applications. 

Other research, such as [19], has provided 
important data on the effects of corona discharge on 
the surface characteristics of thin films of various 
liquids, as well as on the study of the self-sustaining 
plasma Moses effect. The results of [20] represent a 
detailed study of a discharge in the atmosphere and 
above the surface of water under conditions of 
exposure to nanosecond pulses of high voltage. The 
study of the decomposition of polystyrene upon 
contact with water in [21] also provided valuable 
insights into the applicability of the discharge in 
chemical synthesis processes. 

Although the field of plasma-liquid interaction 
research is promising and broad, it includes many 
unresolved aspects that require further study and 
attention. In particular, it is important to understand 
the processes that occur during the interaction of a 
discharge with a liquid and the changes that occur in 
both the plasma and the liquid during this interaction. 
Some processes at the plasma-liquid interface remain 
unknown. Therefore, these studies are also important 
in fields such as medicine, environmental science, 
materials synthesis [2,22], and analytical chemistry 
[12,23]. 

In this context, our research aims to study the 
physical processes involved in the exposure of 
atmospheric pressure plasma to liquid electrodes 
(with low conductivity) and their influence on the 
physical properties of the discharge. Particular 
attention is paid to the occurrence of electrical 
breakdown at the air-liquid interface, the physical 
phenomena that occur during these interactions, and 
their features and mechanisms of formation. These 
aspects are key to understanding the mechanisms of 
interaction between atmospheric pressure discharges 
and liquid electrodes. 

In previous studies on the interaction of plasma 
with water, in many cases the emphasis was placed 

on explaining chemical processes, and some works 
like ours used plasma flow in their research. 

Unlike the above-mentioned works, our research 
focuses on the interaction of atmospheric pressure 
plasma with low-conductivity liquid electrodes and 
explains the deformations that occur on the water 
surface during this interaction without the use of 
plasma flow. In addition, electrical breakdown and 
electrolysis processes in such a system are being 
investigated, which expands the understanding of the 
mechanism of interaction in the plasma-liquid 
system. 

Thus, our work contributes to the deepening of 
knowledge about the physical processes occurring at 
the plasma-water interface and their effect on 
discharge characteristics. 

The purpose of our research is to study the 
physical processes involved when atmospheric 
pressure plasma interacts with a low-conductivity 
liquid electrode (a layer of distilled water) and the 
mechanisms of plasma action on the surface of a 
metal grounded electrode in a liquid medium. 

To achieve this goal, we used experimental 
methods to analyze the electrical characteristics of 
the discharge at a fixed thickness of a low-
conductivity liquid electrode. We also examined 
changes on the surface of a copper electrode in a 
liquid medium to understand the processes resulting 
from the propagation of a discharge through a 
“discharge-liquid-metal” medium. 

2. Methods 

The experimental setup shown in Figure 1. It 
consists of an electrode system including an upper 
and lower electrode, a power supply, oscilloscope, 
voltage divider, and resistor. 

At the bottom of a quartz vessel with a closed 
window, there is a grounded lower electrode covered 
with aluminum. On top of this, a copper plate with a 
thickness of 2.9 mm and a diameter of 25 mm is 
placed, serving as the cathode. 

The upper electrode is located 9 mm above the 
surface of the copper plate (𝑙𝑙�.�. = 120 𝑚𝑚𝑚𝑚, 𝑑𝑑�.�. =
3.75 𝑚𝑚𝑚𝑚, 𝑟𝑟��� = 0.27 𝑚𝑚𝑚𝑚), made of stainless steel 
(AISI 304) with a pointed tip, which serves as an 
anode for high voltage discharge. 

The upper electrode is connected to a sinusoidal 
high-voltage power supply (PVM-500), after which 
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the voltage signal is fed through a divider Tektronix 
P6015A (1000× 3.0pF 100MΩ) to the SIGLENT 
SDS 1204X-E (200MHz, Dual 1GSa/s, Quad 
500MSa/s) for measuring current and 

voltagewaveforms. One of the oscilloscope probes is 
connected to a low-inductance resistor (R=57Ω, 
10W) for further data processing and analysis of data 
based on the measured current and voltage values. 

Figure 1 – Schematic of the experimental setup 

A 5 mm thick layer of distilled water is poured 
into a quartz vessel measuring 4.5 × 4.9 × 4.5 cm. 
Distilled water, with its low conductivity of 18.2 
µS/cm, acts as a good insulator. 

A photographic image of the discharge was 
captured using the PhantomVEO710S high-speed 
camera, operating at a frequency of 20,000 frames 
per second. The exposure time for each frame is 49 
µs. 

Using an TOPDON ITC629 infrared 
thermographic camera (Frame Rate of Thermal 
Images 9Hz), the temperature of the liquid and the 
top electrode is measured. 

The main parameters of the experiment: 𝑝𝑝 =
𝑝𝑝���, 𝑓𝑓 = 27 kHz, 𝑡𝑡�.� = 5 𝑚𝑚𝑚𝑚𝑚𝑚 (discharge ignition 
time) (Table 1). Water thickness: ℎ����� = 5 𝑚𝑚𝑚𝑚, 
interelectrode distance: ℎ��� = 4𝑚𝑚𝑚𝑚, 
ℎ������ ����� = 2.9 𝑚𝑚𝑚𝑚 (Figure 2). 

Raman spectroscopy was used to analyze the 
surface of the copper electrode after the experiments. 
The measurements were carried out using a laser with 
a wavelength of 473 nm, which provides high sen-
sitivity to fluctuations in copper-oxygen bonds. The 
spectral resolution of the device was 4 cm⁻ 1, which
makes it possible to accurately identify peaks and 
their correspondence to certain vibrational modes. 

Table 1 – Parameters before and after the experiment 

Parameters 𝐡𝐡𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘, мм 𝒘𝒘𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰, С𝟎𝟎  𝒘𝒘𝒘𝒘,  С𝟎𝟎  
Before the experiment 5 22.3 22 
After the experiment 4.6 39 48 
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a) b) 

Figure 2 – a) electrode location, b) type of plasma 

3. Results and discussion 

During the experiment, voltage was applied to the 
upper electrode. This resulted in the formation of an 
electric field between the tip of the upper electrode 
and the surface of the water, within the layer of air. 
We will refer to this distance as the interelectrode 
distance. 

We can visually observe the occurrence and 
propagation of a discharge within a layer of air, and 
the deformation of the water surface was captured 
using a high-speed camera. 

As a result of the experiments, several processes 
were discovered: deformation of the water surface, 
the formation of sediment on the copper electrode 
and electrical breakdown. Let's consider these 
phenomena separately. 

One of the observed phenomena during the expe-
riment is the deformation of the water surface during the 
interaction with discharge streamers. Figure 3 displays 
photographs of experiments with water at a fixed 
thickness. As depicted in the figure, the deformation of 
the water surface is evident: the discharge induces 
depressions on the surface of the water.

a) the start b) 150th frame, 7500 µs c) 260 th frame, 13000 µs

Figure 3 – Deformation of the water surface obtained with the PhantomVEO710S high-speed camera 
sample rate 20000 f/s, exposure time 49 µs, 𝑡𝑡�.� = 5 𝑚𝑚𝑚𝑚𝑚𝑚 (discharge ignition time), 

 ℎ����� = 5 𝑚𝑚𝑚𝑚, ℎ��� = 4𝑚𝑚𝑚𝑚, ℎ������ ����� = 2.9 𝑚𝑚𝑚𝑚 
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The deepening of the water surface occurs due to 
the electrohydrodynamic force [9,10]. In our 
discharge, ions are accelerated in one direction under 
the influence of an electric field. As they collide with 
neutral atoms in the air, and neutral atoms 
subsequently collide with the surface of the water, 
deformation occurs. This phenomenon is known as 
the electrohydrodynamic effect [24]. 

Deformation of the water surface commences 
upon the application of voltage. As the discharge 
voltage gradually increases, the intensity of the 
electromagnetic field rises, reaching a peak, resulting 
in a maximum deformation depth of about 2-3 mm 
(Figure 3a). However, as the discharge or voltage 
decreases, the electromagnetic effect diminishes, and 
the water molecules on the surface return to their 
original positions due to surface tension. This gradual 
process leads to the surface calming down and the 
disappearance of deformation (Figure 3b, c). 

Figure 4a displays an oscillogram depicting the 
variation of voltage and current in time at a fixed 
thickness of the distilled water layer. This graph 
covers the whole process, starting from the very 
beginning of the experiment, and allows us to 
observe the general character of the changes, as 
well as to identify the moment of electrical 
breakdown. 

Figure 4b shows the part of the graph focused 
on the moment of electrical breakdown. This plot 
shows sections of the half-periods at which the 
electrical breakdown occurs, and three half-
periods near the breakdown are obtained. This 
allows us to examine the breakdown process and 
the changes in voltage and current in the vicinity 
of the breakdown point. According to the obtained 
data, electrical breakdown occurs at 𝑡𝑡 = 201𝜇𝜇𝜇𝜇, 
with a breakdown voltage of 𝑈𝑈�� = 6,5 𝑘𝑘𝑘𝑘 (𝐼𝐼 =
87,7𝑚𝑚𝑚𝑚).
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Figure 4 – Instantaneous current and voltage waveforms 
 𝑝𝑝 = 𝑝𝑝���, 𝑓𝑓 = 27 𝑘𝑘𝑘𝑘𝑘𝑘, 𝑡𝑡 = 22�𝐶𝐶 

Another process discovered after the experiment 
is the deposition of thin film on the surface of the 
copper plate. A solid dark spot formed in the center 
of the copper disk, and small spots were observed 
along the edges. Analysis by optical spectroscopy 
revealed that between the black spots in the center of 
the copper plate, there were slightly concave yellow 
spots. Additionally, black spots were observed all 
over the surface, except for the center of the plate, 
among which yellow spots were also present in the 

middle (Figure 5). These stains are the result of 
electrolytic processes, so we will further discuss their 
nature and analysis. 

When a high voltage is applied, air ionization 
occurs between the tip of the upper electrode and the 
surface of the water. This process leads to the 
formation of a plasma channel, which serves as a 
conductor for charged particles (ions and electrons), 
allowing them to pass between the electrode and 
water. Once the plasma channel is installed, the 
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electrons moving through it reach the surface of the 
water and initiate the electrolysis process. At the 
moment of discharge, a local electric field is formed 

on the surface of the water [25], which leads to charge 
separation between the cathode and the anode, 
thereby contributing to electrolytic reactions.

before the experiment after the experiment 

Figure 5 – Edge and centre of the copper plate (after the experiment) 
𝑡𝑡�.� = 5 𝑚𝑚𝑚𝑚𝑚𝑚 (discharge ignition time), ℎ������ ����� = 2.9 𝑚𝑚𝑚𝑚, 𝑑𝑑������ ����� = 25 мм, 𝑑𝑑���� � �� мм 

Under normal conditions, plasma-liquid 
interaction induces a sequence of chemical reactions 
[4], including the electrolysis of water, leading to the 
formation of hydrogen and oxygen at the electrodes. 
Therefore, this system can be characterized as water 
electrolysis with sufficiently high potential, 
involving electrolytic reactions at the cathode and 
anode. Electrolysis of water involves two primary 
reactions: reduction process at the cathode (-) (1) and 
oxidation process at the anode (+) (2): 

2𝐻𝐻� � 2𝑒𝑒� → 𝐻𝐻� ��2�,            (1) 

2𝐻𝐻�𝑂𝑂 → 𝑂𝑂� � 4𝐻𝐻� � 4𝑒𝑒� ��2�.          (2) 

During the electrolysis of water, the copper 
surface reacts with oxygen to form various 
compounds such as copper oxides or hydroxides can 
be formed. This is due to reactions of copper with 
products of water electrolysis such as oxygen or 
hydrogen. The reaction at the anode produces 
oxygen, which can interact with the copper surface, 
leading to the formation of copper (II) oxide: 

4𝐶𝐶𝐶𝐶 � 𝑂𝑂� → 2𝐶𝐶𝐶𝐶�𝑂𝑂.              (3) 

Thus, the formation of copper (II) oxide can lead 
to changes in the color and structure of the surface, 
which appears as stains. 

To fully understand the processes occurring and 
determine the nature of the resulting compounds or 
structures, the surface of the copper plate was 
analyzed using Raman spectroscopy. In the spectra 
taken from the center and edges of the copper plate, 
characteristic peaks at 147.7, 213.7 and 642.7 cm⁻ 1
were revealed, which correspond to copper oxide(I) 
– cuprite (Cu2O). These peaks indicate the presence
of fluctuations in copper-oxygen bonds in the cuprite 
structure: 

- 147.7 cm⁻ 1 is the peak corresponding to the
oscillation of the copper–oxygen bond in the cuprite 
structure (oscillatory mode A�G); 

- 213.7 cm⁻ 1 is a peak that indicates symmetrical
oscillations in octahedral clusters characteristic of 
Cu2O(Eg); 

- 642.7 cm⁻ 1 – indicates deformation
fluctuations of the Cu–O (T�G) bond. 

The spectrum (Figure 6) indicates the 
presence of copper (I) oxide or cuprite (Cu2O) 
with an oxidation state of +1 (I), both at the edges 
and in the center of the plate. This indicates that 
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each copper atom in this compound carries a 
positive charge of +1. The presence of cuprite on 
the surface of the copper plate was confirmed by 

comparing the peaks of the Raman spectra with 
those from other studies, including those provided 
in the cited article [26].
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Figure 6 – Results of Raman spectroscopy 

Thus, the results of Raman spectroscopy and 
visual observations show that cuprite (CuO) and, 
probably, copper (II) oxide (CuO) are formed on the 
surface of the copper electrode. Their distribution and 
quantity depend on the intensity and duration of the 
discharge. With prolonged discharge, the 
accumulation of electrolysis products and the 
interaction of copper with plasma on the surface of 
the plate increases, which contributes to the 
formation of more cuprite and other oxidized 
compounds. In addition, at higher voltage and 
discharge intensity, more active particles are 
generated, which enhances the oxidation of copper. 
In the center of the plate, where the discharge 
conditions are most intense, deeper oxidation 
processes are observed, which is confirmed by the 
appearance of dark spots. These results demonstrate 
that changes in the composition and structure of 
deposition on the electrode are directly related to the 
duration and parameters of the discharge. 

4. Conclusion 

In this paper, we offer an explanation regarding 
the observed phenomena that occur during the 

interaction of atmospheric pressure plasma and 
distilled water. It has been determined that the 
deformation of the water surface during the operation 
of a discharge is related to the action of the 
electrohydrodynamic force. As the voltage rises, the 
depth of the water surface deformation also increases, 
and this deformation vanishes when the discharge is 
switched off. A graph illustrating the electrical 
breakdown during the interaction of water and 
discharge was presented. At a discharge time of 𝑡𝑡 =
201𝜇𝜇𝜇𝜇, an electrical breakdown takes place; through 
the use of an oscillogram, it was established that the 
breakdown voltage is 6.5 kV. 

During the experiment, a distinct spot appeared 
on the surface of a copper plate following the 
application of a discharge. This phenomenon is 
attributed to electrolysis. The series of reactions 
resulting from the interaction between water and 
discharge is described: it involves cathodic reduction 
and anodic oxidation reactions, which ultimately lead 
to the formation of copper oxide when the copper 
surface interacts with the reaction products. Raman 
spectral analysis of the copper plate surface 
confirmed the presence of copper oxide, as indicated 
by prominent peaks. This observation indirectly 
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validates that the characteristic spots on the copper 
plate surface are a consequence of electrolysis rather 
than the direct propagation of discharge through an 
aqueous medium. 

The observed effects define the dynamics of the 
interaction between plasma and liquid. The results 
obtained enable us to gain a more profound 
understanding of the interaction between plasma and 
liquid and to develop novel technologies based on 
these interactions. 
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The dielectric barrier discharge (DBD) plasma is one of the branches of plasma produced at atmospheric 
pressure. It is easy to use in the laboratory, where the dielectric barrier discharge was built from a copper 
electrode with a glass insulator in front of one of the electrodes. The plasma was generated between the two 
electrodes at a high applied voltage ranging between (5-9) kV using a high voltage power supply and at a 
(7) kHz frequency. To perform the spectral characterization of the plasma produced by the dielectric barrier 
discharge (DBD) system and calculate the plasma parameters, a gradually increasing voltage (5-9) kV was 
used with a fixed frequency of (7) kHz in the first case, and in the other case, the frequency was changed 
(5-9) kHz with a constant applied voltage of (8) kV. The results showed that the increased applied voltage 
and frequency value led to an increase in the spectral intensity of (N2) of the plasma generated between the 
two electrodes, ranging from (296.44 - 715) nm. As well as an increase in the plasma electron temperature 
(Te) (0.895-1.436) eV and (0.922-0.522) eV, and the resulting plasma number density (ne) (5.485-9.541) 
x1016 cm-3 and (4.856-8.090) x1016 cm-3 in both cases, respectively, as well as the rest of the other plasma 
parameters.

Key words: DBD system, plasma parameters, Stark broadening, electron temperature, plasma spectrum 
intensity.
PACS number(s): 79.60.Cn.
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Abstract. The dielectric barrier discharge (DBD) plasma is one of the branches of plasma produced at 
atmospheric pressure. It is easy to use in the laboratory, where the dielectric barrier discharge was built from 
a copper electrode with a glass insulator in front of one of the electrodes. The plasma was generated between 
the two electrodes at a high applied voltage ranging between (5-9) kV using a high voltage power supply and 
at a (7) kHz frequency. To perform the spectral characterization of the plasma produced by the dielectric barrier 
discharge (DBD) system and calculate the plasma parameters, a gradually increasing voltage (5-9) kV was 
used with a fixed frequency of (7) kHz in the first case, and in the other case, the frequency was changed (5-
9) kHz with a constant applied voltage of (8) kV. The results showed that the increased applied voltage and
frequency value led to an increase in the spectral intensity of (N2) of the plasma generated between the two 
electrodes, ranging from (296.44 - 715) nm. As well as an increase in the plasma electron temperature (Te) 
(0.895-1.436) eV and (0.922-0.522) eV, and the resulting plasma number density (ne) (5.485-9.541) x1016 cm-

3 and (4.856-8.090) x1016 cm-3 in both cases, respectively, as well as the rest of the other plasma parameters. 

Key words: DBD System, Plasma Parameters, Stark broadening, Electron Temperature, Plasma Spectrum 
Intensity. 

PACS number(s): 79.60.Cn. 

1. Introduction 

Gas discharge plasmas, sometimes referred to as 
low-temperature plasmas, have garnered significant 
interest in recent decades due to their crucial role in 
numerous technological advancements. 
Subsequently, plasma technologies have applications 
in other technological and research domains, such as 
microelectronics, gas lasers, and polymer processing 
[1, 2]. Dielectric barrier discharge (DBD) is 
considered one of the most cost-effective producers 
of non-thermal plasma among various plasma 
sources [3, 4]. This discharge is recognized for its 
efficacy in beginning chemical and physical gas 
processes [5–7]. Consequently, the majority of 
plasma-generating systems are considered to be 
fundamental and essential systems because they are 
utilized in a considerable number of technological 
and research applications [5, 8]. Microelectronics, 
lasers, and related areas are included. The voltage 
discharge barrier is one system that can be utilized to 
process food, fruits, meat, vegetables, and other 

foods [9–11]. Plasma-generating systems are crucial 
in simplifying complex tasks in laboratory 
circumstances, such as dealing with atmospheric 
pressure and forming plasma between the poles. This 
efficiency reassures us of their potential in various 
applications, including cancer cell treatment, wound 
healing, and environmental purification [12]. To 
facilitate the handling of the dielectric barrier 
discharge, an insulator must be used between the two 
poles made of a specific material [13]. The air jet 
plasma and the dielectric barrier discharge continue 
to be at the top of the list of instruments that are 
considered to be among the most versatile, simple to 
run, and straightforward to deploy plasma generators 
[14, 15]. DBD has undergone thorough examination 
in recent years due to its prospective utilization in 
various domains [8]. It encompasses both material 
processing and applications in the energy and 
environment sectors [16]. It can generate highly 
reactive plasma at nearly ambient temperature, with 
low energy consumption, utilizing a straightforward 
reactor setup under atmospheric pressure settings [5, 

https://doi.org/10.26577/phst2024v11i2b09
https://orcid.org/0000-0002-0777-360X
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9]. The domain of diagnostics in created plasma is 
extensive and varied, with diagnostic instruments 
serving as a crucial component for comprehending 
the behavior of the produced plasma [17]. Numerous 
diagnostic techniques are available, contingent upon 
the type of plasma produced and the requisite 
information, and are commonly utilized in academic 
settings; the analysis of the waveforms of the driving 
current and voltage is crucial for understanding the 
primary processes occurring during the discharge 
[17, 18]. The second instrument signifies an electrical 
probe utilized in low-pressure and low-temperature 
plasma environments. The third tool signifies mass 
spectrometry, conducted at the substrate borders, and 
does not significantly impact the plasma. The fourth 
instrument is optical emission spectroscopy, which is 
appropriate for application with a dielectric barrier 
discharge to analyze the spectral response produced 
during plasma generation between the two electrodes 
[19]. Various techniques are employed to quantify 
plasma characteristics, such as plasma electron 
temperature and electron density. However, optical 
emission is the most commonly utilized method [18], 
[19]. The optical emission spectroscopy (OES) 
method is frequently employed for optical 
characterization[20]. Most of the processes occurring 
in plasma are the result of collisional, radiational, 
excitational, and de-excitational processes that are in 
equilibrium with each other [14]. Therefore, at 
thermodynamic equilibrium (TE), all processes are 
balanced within the plasma, and its temperature can 
be determined. While at local thermal equilibrium 
(LTE), this means that the emission is generated 
somewhere in the plasma and absorbed somewhere 
else. Therefore, in such equilibrium, the energy loss 
through radiation (unabsorbed radiation) is slight 
compared to the energy involved in other processes 
(collisions), so local thermal equilibrium (LTE) can 
be assumed, and the plasma parameters for this case 
can be calculated. The LTE's electron temperature 
(Te eV) is calculated using the following equation 
[1,2]. 

𝑙𝑙𝑙𝑙 � 𝜆𝜆��𝐼𝐼��
ℎ𝑐𝑐𝑐𝑐��𝑔𝑔�

� = − 1
𝐾𝐾𝐾𝐾 ���� � �� � 𝑁𝑁

𝑈𝑈(𝐾𝐾)�    (1) 

Where g denotes the statistical weight, λ denotes 
the wavelength, E is the excited state energy in eV, Iji 
denotes the intensity, Aji denotes the transition 
probability, N denotes the density of the state's 
population, and k denotes the Boltzmann constant 
[21, 22]. In plasma spectrum research, stark 

broadening is crucial in widening spectral lines [23]. 
It provides information on the electron density at a 
specific plasma electron temperature [24, 25]. The 
electron density can be determined by applying the 
following equation. 

   𝑙𝑙� = � ∆𝜆𝜆
2𝜔𝜔�

� 𝑁𝑁�  (𝑐𝑐𝑐𝑐��)    (2) 

Where Δλ the full width at half maximum 
(FWHM) nm of the line ωs is the Stark broadening 
parameter in the standard tables, and Nr is the 
reference electron density [21, 23]. The frequency of 
plasma is calculated using the following equation. 

f� = 8.98�𝑙𝑙� (Hz)   (3) 

Plasma frequency is a fundamental property 
exclusively determined by density [26]. Plasma 
exhibits a high frequency due to the minuscule mass 
of electrons [27]. Debye shielding, also known as 
Debye length (𝜆𝜆𝐷𝐷), is a phenomenon in which 
charged particles in a plasma respond to an electric 
field in a way that diminishes its effect on the local 
fields [28, 29]. This results in the plasma exhibiting 
quasi-neutrality. The Debye length (𝜆𝜆𝐷𝐷) is defined as 
[21]. 

𝜆𝜆� =  �𝜀𝜀�𝐾𝐾�𝐾𝐾�
𝑙𝑙�𝑒𝑒� = 743 × �𝐾𝐾�

𝑙𝑙�
 (𝑐𝑐𝑐𝑐)  (4) 

Hence, this study aims to diagnose and quantify 
the plasma parameters of the dielectric barrier 
discharge (DBD) system and illustrate the impact of 
gradually increasing the applied voltage and 
frequency on the plasma's properties. 

2. Experimental part 

Figure 1 shows a schematic of the dielectric 
barrier discharge (DBD) system manufactured in the 
laboratory, where copper was used to manufacture 
the dielectric barrier discharge electrodes and was 
insulated by a thermal insulator with the two 
electrodes of the system arranged vertically. The total 
diameter of the copper electrode is (5 mm), and the 
outer diameter of the thermal insulator inside which 
the copper electrode is placed is 60 mm. A high 
voltage (AC) power supply was used with a peak of 
25 kV and worked on an increasing voltage starting 
from (5-9) kV with a fixed frequency at 7 kHz, and a 
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rising frequency was also used from (5-9) kHz with a 
fixed applied voltage at 8 kV to study the effect of 
increasing the applied voltage and increasing the 
frequency on the properties and parameters of the 
plasma. The upper cathode electrode of the dielectric 
barrier discharge was connected to the high voltage 
device as well as the anode electrode, and the 
distance between the two electrodes was 5 mm, with 
the use of a piece of glass with a thickness of 2 mm 

that was placed between the two electrodes during 
plasma generation. To diagnose the plasma and 
collect the resulting spectrum, a laboratory 
spectrometer (S3000-UV-NIR) operates between 
(250-1100) nm, with the optical fiber fixed by a metal 
holder and 1 cm away from the plasma-generating 
electrodes. These recorded data were analyzed and 
matched with the National Institute of Technology 
and Standards (NIST) data [30]. 

Figure 1 – Schematic diagram of the dielectric barrier discharge 
(DBD)  system and setup of the optical spectrometer

3. Results and discussions 

Analyzing the plasma spectrum produced by the 
dielectric barrier discharge is crucial for 
determining the remaining plasma parameters, 
making emission spectral diagnosis a highly 
significant technique. Under normal atmospheric 
pressure, an extensive and multi-peaked spectrum of 
nitrogen gas was acquired. The emission spectrum 
depicted in Fig. 2 exhibits many peaks spanning 
from 280 to 750 nm. These peaks were detected by 
the spectral diagnostic tool at a frequency of 7 kHz, 
while the applied voltage ranged from (5-9) kV, and 
the distance between the upper and lower electrodes 

was 5 mm. The emission spectrum analysis revealed 
many peaks corresponding to molecular nitrogen 
[31]. These peaks were observed at wavelengths 
ranging from 296.44 nm to 419.53 nm, with a 
prominent nitrogen peak at 336.38 nm. 
Additionally, nitrogen ionic peaks were detected at 
672.94 nm and 715 nm. The spectral results indicate 
that increasing the applied voltage from 5 to 9 kV 
results in a proportional increase in the emitted 
intensity of the plasma spectrum. This increase in 
intensity is attributed to the higher energy supplied 
to the electrons, leading to a more significant 
number of collisions and the excitation of multiple 
molecules during the emission process [23]. 
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Figure 2 – The plasma spectrum from a dielectric barrier discharge at an 
increased applied voltage (5-9) kV and a fixed frequency of 7 kHz

Figure 3 displays the plasma spectrum produced 
by the dielectric barrier discharge under a fixed 
applied voltage of 8 kV. As the frequency value 
gradually increases from 5 to 9 kHz, the intensity of 
the emitted spectrum also increases. Additionally, the 
spectrum reveals the presence of multiple nitrogen 
peaks (N2I) at specific wavelengths, namely 295.88, 
314.64, 336.60, 374.55, 379.15, 398.87, 405.05, and 
419.27 nm. The highest intensity of spectral emission 
occurs at 335.83 nm. When comparing the emitted 
spectra under increased applied voltage and 
frequency, we observe a consistent increase in the 
spectral emission intensity. Notably, the intensity is 
slightly higher when the frequency is increased. This 
can be attributed to the heightened collisions between 
molecules within the confined space between the 
electrodes, and these findings align closely with [20, 
22]. 

To determine the plasma parameters and 
understand how they change in the dielectric 
barrier discharge (DBD) system with increasing 
applied voltage and frequency, the Boltzmann 
plots equations were employed to calculate the 
electron temperature (Te), as shown in Eq. 1. The 
results demonstrated a progressive rise in the 
plasma electron temperature as the applied voltage 

increased, indicating a strong correlation between 
the two variables. The slope of the fitted line is 
represented by the fraction (-1/Te), where (Te) is a 
specific value. R2 is a mathematical coefficient that 
quantifies the quality of a linear fit, with values 
ranging from 0 to 1. For each equation that fits 
inside the spectral range of the fitting line, as 
depicted in Fig. 4. 

The findings demonstrated a progressive rise in 
the electron temperature values, ranging from 0.895 
to 1.436 eV, as the applied voltage gradually 
increased. Similarly, the electron temperature was 
determined using Boltzmann plots equations when 
the frequency values rose within the range of (5-9) 
kHz, as shown in Fig. 5. The electron temperature 
varied within the range of (0.922 - 1.522) eV as the 
frequency increased gradually, with a modest rise 
observed in the first situation of applied voltage[32]. 
The electron temperature values in two cases increase 
due to the doubling of the discharge between the 
upper and lower electrodes, resulting from the 
increased energy supplied by the high voltage supply. 
This increase in energy leads to an increase in the 
discharge voltage; these findings are in agreement 
with the researchers' findings and are relatively near 
to them [31, 33]. 
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Figure 3 – The plasma spectrum from a dielectric barrier discharge at an 
increased frequency (5-9) kHz and a fixed applied voltage of 8 kV

Figure 4 – Boltzmann plots at different applied voltage (5-9) kV to 
calculate the electron plasma temperature in dielectric barrier discharge 

(DBD)
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Figure 5 – Boltzmann plots at different frequencies (5-9) kHz to calculate  
the electron plasma temperature in dielectric barrier discharge (DBD)

We utilized Lorentzian fitting to calculate the 
full width at the mid-peak to determine the plasma 
electron density as in Eq. 2. This calculation was 
performed when the applied voltage and frequency 
were increased. The Stark effect was employed, 
considering the broadening values for 356.88 nm 
and 335.83 nm wavelengths, respectively. Tables 1 
and 2 show the experimental data results for the full-
width half-maximum parameters (FWHM) for the 
356.88 and 335.83 nm wavelengths, where Fig. 6 
also shows the gradual increase in wave intensity for 
each value of the applied voltage or frequency. 
Measuring the full-width half-maximum parameter 
(FWHM) is necessary to calculate the electron 
density in the resulting plasma in both cases. Fitting 

the observed profiles provides a very accurate total 
density, including spectral line broadening. It is 
noticeable that the electron density value increases 
(5.485-9.541) x 1016 (cm-3) significantly when the 
full-width half maximum increases from (0.232-
0.414) nm when the applied voltage increases, and 
in the same way when the frequency increases, the 
electron density value increases (4.856-8.090) x 
1016 (cm-3) at full-width half maximum range 
(0.211-0.344) nm, these results of electron density 
are aligned and coherent with the researchers' 
findings [20, 22]. Figure 6 illustrates these results, 
which indicate that both the applied voltage and 
frequency increase led to an expansion of the mid-
peak width. 

Figure 6 – Lorentzian fitting of line broadening for different applied voltage (5-9) kV and frequency (5-9) kHz 
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Figures 7 and 8 depict the variation in electron 
temperature and density as the applied voltage 
gradually increases while keeping the frequency 
fixed at 7 kHz. Additionally, they illustrate the 
increase in frequency ranging from 5 to 9 kHz while 
maintaining a fixed voltage of 8 kV in the dielectric 
barrier discharge (DBD) system. The two figures 
indicate that the plasma electron temperature (Te) and 
electron density (ne) progressively rise with 
increasing supplied voltage or frequency. This 
suggests an enhancement in the electric field 
intensity within the generated plasma, as the electric 
field increasingly accelerates free electrons, resulting 
in more frequent collisions with neutral gas atoms 

and molecules possessing higher energy. These 
collisions can ionize neutral particles, generating 
more free electrons and ions and resulting in a 
substantial rise in plasma electron temperature and 
electron density. This also applies when the 
frequency is incrementally raised while maintaining 
a constant applied voltage value. Augmenting the 
frequency will result in elevated collision rates since 
electrons acquire more incredible energy from the 
electric field prior to colliding with neutral particles, 
hence increasing their thermal energy due to the 
heightened frequency. Consequently, the plasma 
electron temperature and electron density will rise 
[20, 26]. 

Figure 7 – The electron temperature (Te) and electron density (ne) versus  
the increased applied voltage (5-9) kV at a constant frequency of 7 kHz 

Figure 8 – The electron temperature (Te) and electron density (ne) versus  
the increased frequency (5-9) kHz at a constant applied voltage of 8 kV 
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Tables 1 and 2 display the plasma properties 
obtained from the earlier equations (see Eq. 3 & 4) for 
both increasing applied voltage and frequency cases. 
The tables illustrate the direct correlation between the 

increased applied voltage and frequency, resulting in 
both scenarios' consistent rise in plasma frequency (fp) 
values. In contrast, there is a gradual drop in the Debye 
barrier (λD) values as the frequency increases. 

Table 1 – DBD Plasma Parameter in case of Increasing Applied Voltage (5-9) kV 

Applied Voltage 
(kV) Te (ev) FWHM (nm) ne x 1016 (cm-3) fp x 1012 (Hz) λD x 10-6 (cm) 

5 0.895 0.232 5.485 2.082 3.001
6 0.973 0.240 5.612 2.106 3.093
7 1.106 0.267 6.165 2.207 3.147
8 1.285 0.320 7.932 2.503 2.990
9 1.436 0.414 9.541 2.745 2.883

Table 2 – DBD Plasma Parameter in case of Increasing Frequency (5-9) kHz 

Frequency (kHz) Te (ev) FWHM (nm) ne x 1016 (cm-3) fp x 1012 (Hz) λD x 10-6 (cm) 
5 0.922 0.211 4.856 1.983 3.237
6 1.089 0.226 5.098 2.032 3.434
7 1.137 0.252 5.783 2.164 3.294
8 1.361 0.290 6.962 2.374 3.285
9 1.522 0.344 8.090 2.559 3.223

An insulator is crucial to ensure the safety of the 
discharge between the electrodes. When ionization 
occurs between the two electrodes, charges build up 
on the insulator. The separation between the 
electrodes is a crucial factor significantly 
influencing the plasma parameters and its 
diagnosis[34, 35]. It directly impacts the 
characteristics of the plasma generated by the 
dielectric barrier discharge, such as the electron 
temperature (Te), electron density (ne), electron 
frequency (fp), (λD), and the active species formed 
during the discharge between the electrodes. The 
results acquired for the plasma parameters assessed 
in the dielectric barrier discharge plasma system 
indicate their potential applicability across diverse 
fields, including medical, technological, industrial, 
and agricultural sectors, through the plasma electron 
temperature, electron density, Debye length, and 
plasma frequency, in conjunction with the other 
parameters measured from the system's plasma. 

4. Conclusion 

This study found a strong association between the 
applied voltage and frequency during the discharge 
process between the electrodes and the resulting 
plasma spectrum and plasma characteristics. The 
elevated voltage is crucial in influencing plasma 

electron temperature (Te) and electron density (ne) 
values in both scenarios. Specifically, the plasma 
electron temperature reached a maximum value of 
1.436 eV, while the electron density reached 
9.541x1016 cm-3 at 9 kV. At the lowest voltage of 5 
kV, the electron temperature (Te) was 0.895 eV, and 
the electron density (ne) was 5.485 x1016 cm-3. 
Similarly, increasing the frequency (5-9) kHz had a 
uniform effect on all plasma parameters, which 
closely resembled the effect of increasing the voltage. 
The findings also indicated that the spectrum 
emission strength rises proportionally with higher 
voltage and frequency. Additionally, many peaks 
were seen for nitrogen (N2), encompassing both 
molecular and ionic forms. The spacing between the 
electrodes (5 mm) is a crucial factor in determining 
the production of the discharge and its uniform 
distribution throughout the electrode surface during 
the plasma generation process. Consequently, all 
plasma properties will be influenced. 
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The primary goal of this paper is the possibility of improving spectroscopy analysis using a new mechanism 
that has the ability to detect small crystalline defects and the fast transitions that occur within electronic 
states, which contributes significantly to the development of various fields and applications of scientific 
knowledge. The working mechanism is summed up by obtaining two laser pulses with specific specifications 
within the x-ray range, by creating an executive program (SAMXFEL) using the MATLAB program for 
the purpose of simulation. This system allows the investigation of rapid changes in the structure of matter. 
By analyzing the simulation results, two pulses of electron lasers were obtained with wavelengths ranging 
from (0.316535, 0.114399) nm and powers (927686, 927683) watts, in addition to pulse durations   within 
(1.05512, 0.38133) atto-seconds that ensures that the target material is protected from damage. The proposed 
system in this paper is mainly based on the spectral and spatial separation of the two pulses to interpret 
the scattered and diffracted X-rays. The spatial separation allows multiple X-ray pulses to be emitted from 
different angles of the sample. X-ray diffractography using multiple simultaneous pulses from different 
angles becomes possible without loss of photon energy generated by the spectrometer.
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Abstract. The primary goal of this paper is the possibility of improving spectroscopy analysis using a new mechanism 
that has the ability to detect small crystalline defects and the fast transitions that occur within electronic states, which 
contributes significantly to the development of various fields and applications of scientific knowledge. The working 
mechanism is summed up by obtaining two laser pulses with specific specifications within the x-ray range, by creating 
an executive program (SAMXFEL) using the MATLAB program for the purpose of simulation. This system allows the 
investigation of rapid changes in the structure of matter.  

By analyzing the simulation results, two pulses of electron lasers were obtained with wavelengths ranging from 
(0.316535, 0.114399) nm and powers (927686, 927683) watts, in addition to pulse durations   within (1.05512, 0.38133) 
atto-seconds that ensures that the target material is protected from damage. The proposed system in this paper is mainly 
based on the spectral and spatial separation of the two pulses to interpret the scattered and diffracted X-rays. The spatial 
separation allows multiple X-ray pulses to be emitted from different angles of the sample. X-ray diffractography using 
multiple simultaneous pulses from different angles becomes possible without loss of photon energy generated by the 
spectrometer.

Key words: Spectral analysis, pulses laser, pulse durations, undulator, diffraction.
PACS number(s):  

1. Introduction

In general, spectral techniques rely mainly on 
three types of interactions of electromagnetic 
radiation with matter, which are emission, absorption 
and scattering. Because X-rays are of high energy, 
which are used to eject electrons from the inner shells 
of atoms to be replaced by electrons from the outer 
shells. Thus, energy will be emitted as distinct 
photons for each element, which allows to identify 
elements and understand how the atoms within 
various materials interact [1-7].

In the seventeenth century, the optical 
microscope was discovered, which had a great impact 
on the scientific revolution, as we were able to see 
things that were not visible to the naked eye. In 1667, 
Robert Hooke was able to improve the microscope 
and used it to examine snow and plants. While others 
were able to see very small things like hair, bones and 
skin [8]. William Henry Bragg and his son were the 
first to use X-ray spectroscopy in the 20th century to 

study how X-ray radiation interacts with atoms inside 
crystals, and they won the Nobel Prize in physics in 
1915 [9].

In this work, it has been used a new system to the 
spectroscopy analysis with multiple x-ray of free 
electron laser (SAMXFEL). This system is 
characterized by its high ability to diagnose an 
important case represented by the very rapid 
transitions of the electronic states and structures of 
the sample. This is achieved only by using two laser 
pulses with wavelengths within the X-ray range and 
using free electron laser technology, which will have 
a great impact on scientific progress in the fields of 
physics and chemistry.

2. The Technique and mechanism

Analysis of the components of a sample based on 
irradiating it with a laser pulse based on X-ray free 
electron lasers (XFELs) technology is currently a 
very advanced technology for obtaining spectral 
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analysis of materials at the atomic and molecular 
levels with high-resolution imaging.

The most important feature of XFELs is that they 
provide us with very intense and coherent X-ray 
beams with very short pulse durations, which are 
essential conditions for studying and analyzing the 
structure and dynamics of the sample in 
unprecedented detail, which includes a number of 
steps such as X-ray Generation, X-ray-Matter 
Interaction, detection, data analysis, interpretation 
and visualization [10-15].   

XFEL technology has made tremendous 
scientific progress in the field of materials science, 
allowing scientists and researchers to study and 

analyze the basic properties of a sample with 
exceptional accuracy, as well as explore dynamic 
processes at the atomic level, which has contributed 
to the advancement of many civil and military 
applications [8,9].

In this paper, a new system called SAMXFEL is 
proposed, based on the self-amplified spontaneous 
emission scheme (SASE) as shown in Figure (1).
Where two laser pulses with different wavelengths 
within the X-ray range will be generated as a result 
of the technique of creating two undulators with 
different gaps instead of one undulator in the path of 
the accelerated electrons to obtain the best spectral 
analysis.

Figure 1 – The SAMXFEL system with two undulators.

The two pulses are separated for a certain period 
of time (About a few femto-seconds) by magnets that 
separate the undulators to delay the electrons. In 
addition, these pulses have pulse duration in atto-
seconds and powers in megawatt. Thus, the 
SAMXFEL system can explain the mechanism and 
dynamics of the ultrafast X ray transformations of 
structures and electronic states, which support greatly 
to progress of quantum x-ray optics, plasmas, 
astronomy, ultrafast chemistry [16,17].

The SAMXFEL system allows the investigation 
of rapid changes in the structure of matter, the two 
pulses are separated spectrally and spatially to 
interpret diffracted or scattered X-rays. Spatial sepa-
ration allows multiple X-ray pulses to be irradiated 
from different angles of the sample. X-ray diffraction 
imaging with multiple simultaneous pulses from 
different angles becomes possible without loss of 
photon power generated by the spectrometer.

In a free electron laser FEL, any wavelength 𝜆𝜆𝜆𝜆 of 
the output laser can be obtained according to equation 
(1) [18-21].

𝜆𝜆𝜆𝜆 =
𝜆𝜆𝜆𝜆𝑢𝑢𝑢𝑢

2𝛾𝛾𝛾𝛾2
�1 +

𝑘𝑘𝑘𝑘2

2
�   (1)

Where 𝜆𝜆𝜆𝜆𝑢𝑢𝑢𝑢is the wavelength of electron in 
undulator, 𝑘𝑘𝑘𝑘 is the undulator parameter, and 𝛾𝛾𝛾𝛾 is 
relativistic Lorentz-factor [21-23].

𝛾𝛾𝛾𝛾 =
𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒
𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐2

 (2)

𝑘𝑘𝑘𝑘 =
𝑒𝑒𝑒𝑒 𝛽𝛽𝛽𝛽 𝜆𝜆𝜆𝜆𝑢𝑢𝑢𝑢

2𝜋𝜋𝜋𝜋 𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐
 (3)

Where 𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒is the electrons beam energy, 𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒 is the 
electron mass. 𝛽𝛽𝛽𝛽 is the magnetic field [18,20,23].

β = 4.22 exp �− 𝑔𝑔𝑔𝑔𝑢𝑢𝑢𝑢
𝜆𝜆𝜆𝜆𝑢𝑢𝑢𝑢
�5.08 + 1.54 𝑔𝑔𝑔𝑔𝑢𝑢𝑢𝑢

𝜆𝜆𝜆𝜆𝑢𝑢𝑢𝑢
��    (4)

Where  𝑔𝑔𝑔𝑔𝑢𝑢𝑢𝑢is the distance between the two rows 
magnets of undulaor. 
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The power  𝑃𝑃𝑃𝑃𝑢𝑢𝑢𝑢 of output laser for two pulses is 
given by the equation(5): [18-20].  

𝑃𝑃𝑃𝑃𝑢𝑢𝑢𝑢 = �
𝜒𝜒𝜒𝜒2 𝑐𝑐𝑐𝑐 𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒 𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

9 𝜆𝜆𝜆𝜆
�  𝑒𝑒𝑒𝑒(21.57 𝜌𝜌𝜌𝜌  𝐿𝐿𝐿𝐿𝑢𝑢𝑢𝑢/𝜆𝜆𝜆𝜆𝑢𝑢𝑢𝑢)      (5)

Where 𝜒𝜒𝜒𝜒 is Pierce parameter, 𝐿𝐿𝐿𝐿𝑢𝑢𝑢𝑢is the length of 
the undulator and 𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 is the coherent photons [23-
26]: 

𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 2 𝜒𝜒𝜒𝜒  𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒 𝜆𝜆𝜆𝜆/ℎ 𝑐𝑐𝑐𝑐  (6)

3. Results and discussion of simulation

In order to obtain the two laser pulses proposed 
in this paper, an executive SAMXFEL program was 
created using MATLAB R2023b (see Figure 2). 
SAMXFEL contains many parameters to perform 
simulations and obtain the dimensions and 
specifications of the free-electron laser system 
suitable for producing the two proposed laser pulses
as shown in Figure (1). 

Figure 2 – An executive SAMXFEL program interface.

Table 1 represents the results obtained, 
dimensions and specifications of the free electron 
laser system proposed for spectroscopy. Two laser 

pulses with wavelengths of 0.114399 nm and 
0.114399 nm were obtained within the X-ray range 
by using Equation 1.

Table 1 – The data of simulation for the dimensions and specifications of SAMXFEL system.

𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒 (Mev) 𝜆𝜆𝜆𝜆𝑢𝑢𝑢𝑢 (m) 𝛾𝛾𝛾𝛾 𝜌𝜌𝜌𝜌 𝐿𝐿𝐿𝐿𝑢𝑢𝑢𝑢 (m)

5000 0.02 9757.29 0.001 2

𝑔𝑔𝑔𝑔𝑢𝑢𝑢𝑢(m) β(T) K(𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚) 𝜆𝜆𝜆𝜆(n𝑚𝑚𝑚𝑚) 𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 PP(as) 𝑃𝑃𝑃𝑃𝑢𝑢𝑢𝑢 (w)

0.005 1.07636 2.00677 0.316535 1273.74 1.05512 927686

0.01 0.226465 0.422221 0.114399 460.342 0.38133 927683
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The basic idea for obtaining the two pulses is to fix 
the majority of the parameters in the system while 
changing one parameter, which is shown in Figure 2. 

Two undulaors were placed inside the free electron laser 
system, differing in the distance 𝑔𝑔𝑔𝑔𝑢𝑢𝑢𝑢 between the mag-
netic poles of the undulaors, which is shown in Figure 1.

Figure 3 – The relations between gu versus (β, K, λ, NPH, PP , Pu ) 

According to Equation 4, changing the distance 
𝑔𝑔𝑔𝑔𝑢𝑢𝑢𝑢 necessarily leads to a change in the value of the 

magnetic field β arising between the magnets in an 
inverse relation as shown in Figure 3-A , this leads 
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to a change in the value of the parameter k according 
to Equation 3 in a direct relation. Figure 3-B, is
clearly shows that reducing the distance 𝑔𝑔𝑔𝑔𝑢𝑢𝑢𝑢 between 
the rows of magnets necessarily leads to an increase 
in the parameter K as a result of a decrease in the 
strength of the magnetic field β responsible for the 
oscillatory movement of electrons inside the 
undulator. Thus, the wavelength 𝜆𝜆𝜆𝜆 of the two 
resulting laser pulses was controlled and tuned 
according to Equation 1 as shown in Figure 3-C. By 
changing the chicane parameters, the time interval 
between the two pulses laser can be tuned with 
femtosecond precision. This is considered a very 
important feature of the SAMXFEL system to 
achieve better spectral analysis and reach the goal of 
the paper described in the previous paragraph.

Figure 3-D, indicates an important fact in the 
free-electron laser system, represented by the 
increased influence of the magnetic field on the 
movement of the electrons passing through it. 
Photons are produced from the oscillation of the 
electrons, which increase significantly when the 
wavelength of the two resulting laser pulses is 
increased according to Equation 6.

Figures 3-E and 3-F, show the features and 
properties of the resulting laser pulses in terms of 
pulse duration, which changes significantly as a 
result of changing the wavelength of the laser pulses, 
while we note that the power of the two laser pulses 
is very close, on the order of a megawatt, due to the 
power depending on several variable parameters 
according to Equation 5.

4. Conclusion

This is a very important feature of the SAMXFEL 
system, as the two laser pulses, with close powers and 
a relatively large difference in wavelength, have a 
very large effect during interaction with the target 
material during spectroscopic analysis. Because two 
different bands of the X-ray band are absorbed with 
the same effective power. This leads to the generation 
of different peaks, which means obtaining the best 
possible spectroscopic analysis and detecting minor 
crystalline defects and rapid phase transitions. In 
addition, it can explain the mechanism and dynamics 
of electronic states and structures, which will greatly 
contribute to the progress of physical and chemical 
scientific fields.

From analyzing the simulation results obtained 
using the SAMXFEL system, it can be concluded that 
it is possible to obtain two laser pulses within the X-
ray range with characteristics suitable for the 

spectroscopy process. So that the two pulses can be 
separated spatially and temporally to irradiate the 
target material at different angles to obtain a 
diffraction pattern without losing the power of the 
simultaneous photons resulting from the 
spectrometer, and to achieve a spectral analysis 
characterized by high accuracy. Obtaining ultra-short 
pulse durations for both laser pulses within a atto-
seconds ensures that the target material is protected 
from damage.
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In this work, the Gauss-Bonnet model of modified gravity is investigated, where some arbitrary function 
G is added to the Einstein-Hilbert action. This theory explains the accelerated expansion of the Universe. 
In this work. The article proposes F(R, G) = f(R) + η(G) modified gravity, which considers two gravities 
f(R) and η(G), where f(R) is a function from the Ricci scalar, η(G) is a function from the Gauss-Bonnet 
invariant. The model is considered in a flat, isotropic and homogeneous Universe. As a result of some 
mathematical formalism, the dependence of the function f(R) on the scalar of curvature R and on t time is 
found. Geometric and dynamic parameters of the cosmological model F(R, G) = f(R) + η(G) were analyzed. 
Equations of motion and cosmological parameters, such as the Hubble parameter and scale factor, were 
obtained for the investigated model. Analyzing the obtained solutions of the scale factor, it was shown that 
the model describes the exponential acceleration of the Universe. Thus, it was found that the cosmological 
model under study has a similar interpretation to the de Sitter cosmological model. 
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 Abstract. In this work, the Gauss-Bonnet model of modified gravity is investigated, where some arbitrary 
function G  is added to the Einstein-Hilbert action. This theory explains the accelerated expansion of the 
Universe. In this work. The article proposes )()(=),( GRfGRF   modified gravity, which considers two 
gravities )(Rf and )(G , where )(Rf  is a function from the Ricci scalar, )(G  is a function from the 
Gauss-Bonnet invariant. The model is considered in a flat, isotropic and homogeneous Universe. As a result 
of some mathematical formalism, the dependence of the function )(Rf  on the scalar of curvature R  and on 
t  time is found. Geometric and dynamic parameters of the cosmological model )()(=),( GRfGRF   were 
analyzed. Equations of motion and cosmological parameters, such as the Hubble parameter and scale factor, 
were obtained for the investigated model. Analyzing the obtained solutions of the scale factor, it was shown 
that the model describes the exponential acceleration of the Universe. Thus, it was found that the cosmological 
model under study has a similar interpretation to the de Sitter cosmological model.  

Key words: Gauss-Bonnet gravity, ),( GRf  gravity, Hubble parameter, acceleration of the Universe. 
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1. Introduction

Many astronomical studies have shown that the 
Universe is currently expanding at an accelerated rate 
[1]-[5]. Most cases of general relativity (GR) are 
generalized by incorporating scalar curvatures, 
higher-order curvature terms, and also connections 
with dynamic scalar fields [6], [7]. Consequently, 
there is growing interest in studying modifications 
and generalizations of Einstein's theory. Various 
approaches and models exist for investigating the 
expansion of the Universe. Effective cosmological 
results can be obtained using modified theories of 
gravity. Various modified models and gravitational 
theories have been proposed, including f(R) gravity 
[8]-[10], )(Gf gravity [11] , scalar-tensor theory 
[12], ),( TRf  gravity [13] and ),( GRf  gravity [11], 
where R  is the Ricci scalar, G  is the Gauss-Bonnet 
invariant, T  is the torsion. 

f(R) gravity, a kind of modified theory of gravity 
that generalizes Einstein's general theory of 
relativity. Over the past few decades, various forms 
of the )(Rf  function have been investigated. 

Among these functions there are quite viable ones 
that correctly describe cosmological dynamics, a 
smooth transition between different cosmological 
epochs [14]. The cosmological interest in )(Rf  
gravity arises from the fact that these theories 
naturally demonstrate the late-time accelerated 
expansion of the Universe without the need for matter 
fields like dark energy. In a study by [15], a scheme 
for cosmological reconstruction of )(Rf  gravity is 
presented. Among other existing theories, it can be 
shown that gravitational models based on )(Rf  
describe the transition from a matter-dominated 
phase to an accelerated phase [16]. However, it is 
well-known that )(Rf gravity has some 
imperfections. For instance, at the nonlinear level, 
issues related to curvature singularities arise [17]. As 
a result of the classical GRT tests obtained, most of 
the proposed )(Rf  models are excluded in the 
limitations of the Solar System regime. In order to 
circumvent these imperfections, gravity )(Rf  has 
been expanded to take into account additional scalars 
in the Einstein-Hilbert action. In this regard, an 

Gauss-Bonnet gravity
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optimistic alternative arises, such as ),( GRf  gravity 
[18-24]. The stability of cosmological solutions in 

),( GRf  gravity is discussed in [25]. Theories like 
),( GRf satisfy the constraints of the Solar System 

[26]. 
In the Gauss-Bonnet theory of gravitation the 

Einstein action is modified by the function )(Gf , 
where an arbitrary function G  is a quadratic 
invariant of the Gauss-Bonnet equation [11]. It is 
known that G  is a topological invariant in four 
dimensions, which participates in the formulation of 
quantum field theory in curved space. The invariant 
G  arises under gravitational influences containing 
second-order curvature invariants. The Gauss-
Bonnet function )(Gf  is added to the gravitational 
interaction to explain the accelerating expansion of 
the Universe at late times [27]. Moreover, such 
modified Gauss-Bonnet gravity can describe the 
transition from deceleration to acceleration as well as 
the phantom gap crossing. One can search for more 
serious restrictions on its form by comparing the 
theory with observational data. Models containing 
the Gauss-Bonnet invariant have attracted interest 
because of the ability of G  to simplify the dynamics 
of the system. In recent years, modified theories 
associated with the topological Gauss-Bonnet term 
have been studied in depth [28]. In [29], a class of 
Horndeski Lagrangian, with a scalar k-essence field 
associated to the Gauss-Bonnet term, is considered. 
A reconstruction method is proposed to derive viable 
models in accordance with cosmological data. The 
Gauss-Bonnet invariant is also considered in the 
CDM cosmological model [30]. It is shown that the 
 CDM model can be explained in such theories, 
where the problem of the cosmological constant is 
explained in the form of a modified of the 
cosmological constant. 

In this paper, the evolution of the Universe is 
investigated by considering two gravity separated 
functions, gravity )(Rf  and )(G , where )(Rf  is 
a function of the Ricci scalar R and )(G  is a 
function of the Gauss-Bonnet invariant G  [31]-[35]. 
This theory without any cosmological constant can 
predict different phases of the evolution of the 
universe [36], [37]. The G  in the curvature invariant 

corresponds to the coevolution of the early Universe. 
Moreover, this theory describes accelerating waves 
of celestial objects. It also effectively explains the 
transition from the deceleration phase to the 
acceleration phase [38]. Thus, it is possible to 
construct feasible and consistent modified models 
using )(Gf  [11], [39]. Section 2 presents the 
mathematical formalism of the cosmological model 

),( GRF  of gravity. The equations of motion were 
derived and solutions of the unknown functions 

)(Rf , )(G  and the Hubble parameter, scale 
factor, were shown. In Sec. 3, cosmological 
parameters such as pressure, energy density, and state 
parameter are found and their graphical behavior is 
shown. 

2. The cosmological model of ),( GRF  gravity

Consider the following action for ),( GRF  
gravity  

,),(
2
1= 4

2 xdLGRF
k

gS m 



         (1) 

where g  is the metric determinant, mL  – standard 

matter Lagrangian, k2 = 8π NG , NG  is the Newtonian 
gravitational constant and the speed of light c  is 
assumed to be 1. Now it is necessary to bring 
Lagrangian into canonical form 

),,,,,,( tGGRRaaL   from the action (1) to obtain
the equation of motion. Here )(taa   is the scale 
factor, dependent on cosmological time t  and 
defined in the Friedman-Roberston-Walker metric 
(FRW)  

,)()(= 222222 dzdydxtadtds      (2) 

Next, using the Lagrange multiplier method (see 
for example [40]), we can set R  and G  as 
constraints on the dynamics. To eliminate high-order 
derivatives, we select a suitable Lagrange multiplier 
and integrate by parts. We rewrite action (1) for flat 
FRW metric as follows: 

,246)()(= 3

2

2

2
34





































 a

aaG
a
a

a
aRGRfxadS


   (3) 
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here the Ricci scalar R  and the Gauss-Bonnet 
invariant G  are defined as follows in terms of the 

Hubble parameter 
a
aH


=  for FRW metric:

,126= 2HHR             (4) 

.)(24= 22 HHHG            (5) 

At (4)   and   are the Lagrangian multipliers 
that can be directly found by varying with respect to 
R  and G , giving ,=,= GRf  respectively. 
Where the indices denote derivatives with respect to 

the given variables .)(=,)(=
dG

Gd
dR

Rdff GR
   

The equation of action (4) is reduced to the 
following form  

 .2466= 232233334
GGRRR aaGafaafaaRfaafaxdS         (6) 

According to the equation of action (4), we write 
the Lagrange function as 

3 3 3 2

2 3 3

= 6

6 8 .
R RR

R G GG

L a f a a Rf a aRf

aa f a G a G



 

   

  


 

  (7) 

The Euler-Lagrange equation is written in the 
following form 

0,=














q
L

dt
d

q
L


 (8) 

Also from energy condition 

0,=Lq
q
LEL 










 


 (9) 

where GRaq ,,=  are generalized variables. 
For the FRW metric the pressure p  and the 

density   are defined as follows 

),2(3= 2 HHp    (10) 

23= H .            (11) 

Using equation (5) and (7) we find 

 ,)(16)(8)(24
2
1= 22 HHGHGHfRfRHGRff
f

p GGtGGtRRRRGR
R

           (12) 

 .246
2

1=3= 32
GGRRGR

R

GHfRHGRff
f

H          (13) 

Adding up equations (13) and (14), we obtain the following equation 

      .8444
2

1= 22222
GGGGRRGGRRRGGRR

R

GHHGHfRGHfRGHfRH
f

H     (14) 

Let's denote  

,4= 2
GGRR GHfRA      (15) 

then 

 2 2 2

2

= 4

( 4 ) 8 .
RRR GG

RR GG GG

A R f H G

Rf H G HHG



 

 

  

 

  
        (16) 
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Using (18) and (19) equations, we obtain 
equation (17) in a simplified form  

 ,
2
1= AHA
f

H
R

   (17) 

To solve (20) the differential equation, consider 
the following case  

.
2

= AfR                 (18) 

Then equation (18) is reduced to a differential 
equation with separated variables  

,== 1C
A
AHH
                (19) 

where constC =1 . 
The solution of the differential equation (22) can 

be found in the following form 

𝐻𝐻 𝐻 𝐻𝐻(����) − 𝐶𝐶�,        (20) 

where 0t - present current time and t variable time, 

those tt 0 ,  

.= )( 01 ttCeA                (21) 

According to (18) and (21) Rf  is written as 

.
2

)(
=

01 ttef
C

R



          (22) 

Considering that   RRtR fRf =  and 

GGtG G =)( , where t  in the index means the time
derivative, then the equation (15) can be written in 
the following form  

.)(=
4

)(2
2 tG

tRR

H
ff 

         (23) 

Integrating equation (23), we obtain the 
following  

.
)8(

)(
=

2
1

0

01
1 dt

Ce

tteC
tt

C

G



 



            (24) 

Next, consider the value of the equation for Rf . 
Substituting (20) into (2) we get the quadratic 
equation 

     0.=26212 11 /12

1
/1 RfCf C

R
C

R     (25) 

Denoting   .2= 1/1 C
Rfb   we get the quadratic 

equation 

0,=
12

)(
2
12 2

11
2 RCbCb 






    (26) 

Solving this equation we get  

.
4
12

34
12= 111,2 





  CRCb          (27) 

Considering (22) and (27) we write the equation 
for Rf   

.
4
12

32
1

4
1

2
1=

1

11

C

R CRCf










        (28) 

Since the solution of (24) and (28) equations is 
complex, consider a special case for 1=1 C  and 
obtain solutions of integral equations in the following 
form  

  18
1=
0 

 ttG
e

  (29) 

 and 

.8112
24
1

8
5=)(  RRf               (30) 

The derivatives of functions )(G  and )(Rf  on 
time t  are defined as  

,= GG
       (31) 

.= Rff R
                 (32) 
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Then considering (20), we write the derivative of 
the function G  and R  in (4), (5) by time t   

𝐺𝐺� � ���𝑒𝑒�(����) + 𝑒𝑒(����)� × 

× �𝑒𝑒(����) + �𝑒𝑒(����) + ���� +

+2��𝑒𝑒(����) + �����𝑒𝑒(����) + 2𝑒𝑒�(����)�      (33)

   .3024= 002 tttt eeR    (34) 

Substituting equations (29) and (33) into (31) we 
obtain the function   dependent on t   

     .15
2

334=)( 00203 tttttt eeet           (35) 

Using equations (22) and (34) we obtain the 
function f  dependent on t   

   .
2

154=)( 0203 tttt eetf               (36) 

3. Cosmological parameters

Cosmological parameters, global parameters of 
the Universe that characterize its composition and 
dynamics, are determined according to observational 
data or derived from them. The main cosmological 
parameters considered in this paper are the Hubble 
parameter, the scale factor, and the equation of state 
parameter relating its pressure and density. The most 
accurate measurements of the global parameters of 
the Universe are obtained from observed data on 
supernovae of type Ia stars and from the anisotropy 
characteristics of the relic radiation. In addition, data 
from the cosmic distance scale are used to measure 
the Hubble parameter. 

Using equations (18) we can find the scale factor 
a  in the following form  

    .= 2010exp CttCttea    (37)

Figure 1 – Variation of scale factor a  over time t  at 10=1 C  (blue line),

1=1 C  (red line), 0=1C (blue line), 1=1C  (gray line), 

10=1C  (yellow line), de Sitter model (dashed line) 
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Figure 2 – Variation of scale factor a  over time t  at 10=1 C  (blue line),

1=1 C  (red line), 0=1C (blue line), 1=1C  (gray line), 

10=1C  (yellow line), de Sitter model (dashed line) 

The cosmographic evolution of the scale factor 
can be seen in Figure 1, at 0=2C . In Figure 1 we 
can observe the evolution of the scale factor at early 
times for the cosmological model under study. We 
also compare the behavior of these graphs with the 
behavior of the de Sitter model graph, since the de 
Sitter model also describes the exponential expansion 
of the Universe. Epochs from the Big Bang 4310  s 
to the quark confinement 410  s, including the 3610  
s inflation stage, are considered. The graph showed 
that in this time interval all values are stationary and 
have larger values of the scale factor relative to the 
Einstein Universe. At large negative values of 1C  the 
values of the scale factor are larger. 

Figure 2 shows the variation of the plots at later 
times. As can be seen, the scale factor of the Gauss-
Bonnet model at 1;0;110;=1 C  grows 
exponentially faster compared to the de Sitter model. 
Figure 2 shows that at large positive values of 1C  the 
stationary period is longer than at smaller and 
negative values. 

The expansion of the Universe is classified using 
different phases of the   state parameter. The state 
parameter  is an immeasurable quantity and 
defined as 

,=


 p
       (38) 

where p  is the pressure and   is the energy density 
of the matter distribution, equal to the ratio of the 
total average density of the Universe to the critical 
density. 

p  and   can be written in the following form 

 
3383=

0
0

022  

 
tt

tt

e
eep tt           (39) 

 and 
  3.363=

0
002  


tt

e
ee tttt   (40) 

Substituting (39), (40) into the equation of state 
(38), we obtain    

 
.

313

21=

0

0

0

2

tt
tt

tt

e
e

e







          (41) 

The graphical result of p  and   can be seen in 
the figures below  
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Figure 3 – Change of pressure p over time t 

Figure 4 – Change of energy density ρ over time t 

As can be seen in Figure 3, the pressure p  has a 
negative value, which indicates the expansion of the 
Universe. Figure 4 shows that the energy density has 
a positive value.  

In the decelerated phase, when cold dark matter 
or dusty liquid dominates, the state parameter is 
defined as 0= , and in the radiation epoch 

1/3<<0   and in the rigid liquid  = 1. In the 
accelerated phase at the cosmological constant or in 

the vacuum era 1=   , in the quintessence and 
quintom epoch 1/3<<1    

Figure 5 shows the graphical behavior of the state 
parameter of the investigated model of modified 
Gauss-Bonnet gravity. This figure clearly shows that 
the parameter of the equation of state changes tending 
to a negative value in the range 01   , which 
shows good agreement with observational data of 
type Ia supernovae.  

. 
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Figure 5 – Change of state parameter ω over time t 

4. Conclusion

In this paper the problem of cosmic acceleration 
in modified )(Rf , )(G  Gauss-Bonnet gravity is 
investigated. The dependences of the physical 
quantities )(Rf , )(G , the scale factor, and the 
Hubble parameter on the cosmological time t  are 
obtained. We found the function )(Rf  dependent on 
the curvature scalar R . We also carried out a 
physical analysis of the obtained solution of the scale 
factor and found that this model has an adequate 

cosmological interpretation similar to the de Sitter 
cosmological model. The found values of the Hubble 
parameter and scale factor describe the exponential 
expansion of the Universe, which is shown in Figure 
2. Figure 5 shows that the state parameter starts near
zero at the beginning of cosmic time, i.e., the 
Universe is dominated by matter. Then at the end of 
cosmic time it progresses to a near negative value of 
-1, which exhibits a vacuum era-like behavior. As a 
result, our research model is realistic. Thus, it is 
shown that this modified Gauss-Bonnet gravity 
model describes the acceleration of the Universe. 
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