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Noctilucent clouds, which form during the summer months primarily over the polar regions, are also fre-
quently observed at temperate latitudes. These regions play a key role in shaping the total area and spatial 
configuration of mesospheric cloud fields. As shown in previous studies, the seasonal and interseasonal 
evolution of these fields is largely influenced by meteorological processes in the mesosphere, though the 
role of geophysical fields is also considered. This work describes the development of a methodology that 
enables a shift from studying the integral characteristics of noctilucent clouds to analyzing their differential 
properties. At the initial stage, the goal is to investigate the presence of longitudinal structure by dividing 
satellite images of noctilucent cloud fields into 30-degree longitudinal sectors and calculating the cloud area 
within each. Achieving this requires the creation of specialized software, and a significant portion of the 
study is devoted to describing the algorithm design, programming language selection, and implementation 
process. The performance of the new software is compared with existing approaches, demonstrating that 
the developed method provides substantially improved accuracy in detecting longitudinal inhomogeneities 
in the global distribution of noctilucent clouds.

Key words: noctilucent clouds, digital images, longitudinal cloud structure, hydrometeorology, hydrocli-
matology, cloud physics and chemistry.
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1 Introduction

Although noctilucent clouds (NLC are studied 
across several scientific disciplines, they are of par-
ticular interest to astronomy and geophysics. This in-
terest was initially sparked by their discovery and has 
since grown, especially in the context of atmospheric 
physics and comparative planetology.

These cloud formations are located in the meso-
sphere at altitudes of about 80 km, where moisture 
levels are extremely low, making them largely irrel-
evant for traditional meteorological studies. At the 
same time, the seasonality of their appearance, as-
sociated with a change in the nature of atmospheric 
circulation, the effectiveness of the influence of cos-
mic factors on the highest layers of the atmosphere 
and, finally, the presence of similar cloud formations 
in the atmospheres of other planets, are attractive to 
specialists in the field of upper atmosphere physics, 
climatology, planetology [1-4].

The unique conditions for observing NLC in the 
twilight sky and the seasonality of their appearance 
determined the methods for studying these objects. 
Their high-altitude location makes conventional me-
teorological tools such as balloon or aerial sounding 
ineffective. As a result, most scientific data on NLCs 
have been obtained through remote sensing tech-
niques, including both ground-based and satellite 
observations. Space-based monitoring, unaffected 
by weather conditions, offers a far greater volume 
of data than ground-based methods. One of the most 
successful missions for investigating the nature of 
NLCs has been the operation of the AIM (Aeronomy 
of Ice in the Mesosphere) satellite [5]. Many of the 
measurement results collected during this mission 
are publicly available and provide valuable insights 
into the genesis and evolution of noctilucent clouds.

In our study, the objective was to investigate the 
spatial structure of global noctilucent cloud (NLC) 
fields, with a particular focus on determining whether 
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these cloud formations exhibit longitudinal symme-
try or contain significant inhomogeneities.

2 The influence of meteorological factors on 
the state of noctilucent clouds fields

By now, there is a fairly accurate picture of the 
seasonal occurrence description of the mesospheric 
cloud fields. This picture is based on the change in 
the nature of atmospheric circulation at the heights of 
the mesosphere and stratosphere during the «winter-
summer» transition. The main role is played by the 
ascending flows of air masses, leading to a signifi-
cant decrease in temperatures in the upper part of the 
mesosphere in summer. In this case, water vapor in 
the mesosphere becomes supersaturated and conden-
sation occurs. Taking into account the fact that these 
processes are characteristic for subpolar latitudes, the 
annual formation of the polar mesospheric clouds 
“caps” in the summer seasons should be associated 
with them [6 – 8].

However, in the summer seasons, NLC are also 
observed in temperate latitudes. It is not at all neces-
sary that their appearance is associated only with the 
drift (advection) of mesospheric cloud formations in 
the meridional direction. The appearance of NLC in 
temperate latitudes is also explained by the influence 
on the temperature regime of the mesosphere of inter-
nal gravity waves (IGW) – density waves propagat-
ing in horizontal and vertical directions. An adiabatic 
decrease in the temperature of the mesosphere at the 
crests of such waves contributes to the condensation 
of water vapor and the formation of high-altitude 
clouds [9 – 11].

The source of IGW can be various processes as-
sociated with large-scale energy release, but most 
likely they owe their origin to meteorological pro-
cesses in the troposphere – the movement of atmo-
spheric vortices and fronts, occlusions, orographic 
effects. Currently, the study of the influence of IGW 
on the genesis and evolution of NLC fields reveals its 
high relevance [12].

Of course, considering the evolution of NLC 
fields, it is impossible to exclude from consideration 
the influence of the water vapor inflow processes into 
the mesosphere. But general research in this direc-
tion is hampered by the lack of accurate data on the 
content of water vapor both at different height levels 
and at different latitudes and longitudes in the upper 
atmosphere.

Recent (2018) studies [13-14] show that NLC 
fields may be associated with climate change, and, 
specifically, with an increase in the amount of green-

house gases in the atmosphere. Large-scale atmo-
spheric processes, such as increases in ocean surface 
temperatures or changes in air circulation patterns, 
can lead to changes in the distribution and intensity 
of NLC. The results of research in this area are quite 
unexpected and clearly demonstrate the lack of the 
process and consequences understanding of climate 
change in the last few centuries, creating another rel-
evant area for research.

Thus, large-scale atmospheric processes play a 
significant role in the formation and development 
of NLC fields. Research in this area helps to better 
understand atmospheric interactions and their influ-
ence on climate processes. However, to conduct such 
research it is necessary to obtain data in a convenient 
for study format (mainly comparative). To obtain 
such data, we can use the method of synthetic map-
ping. This method is based on the analysis of data 
obtained from spacecraft and allows you to create 
maps that reflect the distribution of NLC at various 
latitudes and longitudes. This method also makes it 
possible to more accurately monitor changes in cloud 
distribution dynamics and identify possible trends.

Synthetic map is a map that provides an integral 
image of an object or phenomenon in unified syn-
thetic indicators [15]. In our case, synthetic maps are 
a combination of photographic observations along a 
separate orbit of the spacecraft as shown in figure 3.

3 Methods for studying tropospheric-meso-
spheric relations

The methodology of studying the influence of 
tropospheric processes on the evolution of NLC in 
temperate latitudes has proved to be extremely pro-
ductive. This approach is based on a cartographic 
analysis of data on the daily dynamics of NLC in 
the northern hemisphere, correlated to the maximum 
extent with data on meteorological phenomena oc-
curring at the same time [16-19]. When constructing 
images of the NLC field, data from the AIM mission 
was used [5], while meteorological information was 
received from relevant sources. The analysis of such 
maps has shown that in most cases there is a rela-
tion between the nature of the meteorological events 
development in the troposphere and the formation of 
the NLC field features. The main factors influencing 
mesospheric processes are the following: the move-
ment of cyclones in the zonal direction with the inter-
section of the Ural Mountains, the meridional (from 
north to south) movement of cyclones, the develop-
ment of occlusions and thunderstorm foci, as well 
as the oncoming movement of atmospheric fronts. 
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These processes are effective sources of density 
waves (IGW) that reach the mesosphere and influ-
ence the temperature regime at significant heights.

Figure 1 – Synthetic map of noctilucent cloud fields  
in the northern hemisphere 

obtained by the AIM satellite.

On the other hand, the analysis of the tropo-
spheric processes effect on NLC generation included 
a study of the temperature regime effect in Antarc-
tica on the formation of mesospheric clouds in the 
southern hemisphere. In this context, high correla-
tions were found between temperature changes in the 
South Pole region and changes in the total area of the 
NLC field [20]. A special feature here is the detected 
characteristic time lag between these two parameters, 
the graph showing this correlation is given in figure 
2 [14].

Shown results are surface area of the noctilucent 
clouds for the southern hemisphere (red) and average 
daily temperatures of the South Pole (blue) for two 
seasons. Here it is important to note the climatic fea-
ture of Antarctica, where temperature changes in the 
pole region essentially reflect changes in the average 
temperature for the entire continent. When studying 
the relationship between temperature changes and 
changes in the area of the NLC field in the North Pole 
region, it is necessary to move from determining the 
general characteristics of the NLC field to a differen-
tial representation, that is, to studying the longitude 
distribution of mesospheric clouds. But this requires 
the development of a new software package and pro-
cessing of a large array of images with its help.

Figure 2 – Seasonal changes in the NLC field area.

4 Structure and algorithm of the satellite 
image processing program

To develop the program, the high-level, object-
oriented, multi-paradigm programming language Py-
thon was chosen. In the context of the problem being 
solved, its main advantage was its modularity, which 
allows, using the simplest commands within the en-

vironment and the compiler, to integrate specialized 
code libraries into the created program. The free 
PyCharm Community Edition, which has a large list 
of tips and built-in documentation for the language, 
was used as a compiler. The development environ-
ment is made virtual using the Anaconda distribu-
tion for ease of handling libraries. The program must 
meet the following requirements: the ability to work 
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with an entire array at once, dividing each image in 
the array into 12 sectors of 30 degrees, calculating 
the area of the NLC in each of them and saving the 
result in an Excel table. This functionality allows you 
to reduce the time for obtaining data necessary for 
analyzing the development of an object.

Each image is accompanied by a file with data 
encoded in it, including the area in each pixel. This 

is necessary to convert the results of the program. 
The document file is in IDL dataset format. To ex-
tract this data, you will need a separate IDL reader 
program. Since the data of the entire dataset is not 
needed, it is advisable to create a compact version 
of the IDL reader that reads only the indicator that 
interests us. In figure 3 the code of such reader is 
presented.

Figure 3 – Algorithm for converting cloud image elements into  
the format required for software processing.

If necessary, you can always increase the num-
ber of variables extracted from the array at a time by 
adding Python variables: data_variable2, data_vari-
able3, data_variable4, etc. After that, having re-
ceived the names of the necessary variables from the 
AIM website (or another source), to indicate for each 
the correspondence with the contents of the array. If 
you use the latest version of the data (they are always 
available), the desired variable does not change, and 
you can then use it in all calculations.

To check the effectiveness of the developed soft-
ware package, a control image was created and is 
shown in figure 4, the required information on which 
is easily accessible for direct calculation.

The image is represented by a background on 
which a white square of 100 by 100 pixels is placed. 
The area of this object is precisely calculated: 10,000 
pixels are multiplied by 7.5 sq. km/pixel, which gives 
a result of 75 thousand sq. km. To eliminate the influ-
ence of the background, a complex method was cho-
sen: a combination of threshold filtering, background 
subtraction and zones of interest.

Figure 4 – An image of the circumpolar region with a 
background. The area is highlighted  

with a square to control the accuracy.
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5 Description of the algorithm and logic of in-
dividual solutions

To perform the assigned tasks, specialized librar-
ies were selected and are listed below.

OpenCV (cv2): used for reading, processing and 
analyzing images using a wide range of methods. 

NumPy: used for introducing advanced math-
ematical operations and working with arrays into 
code.

- Pandas: provides data structuring and tools for 
their analysis. Responsible for exporting to Excel.

- Tkinter: serves to create a graphical interface 
allowing the user to select directories.

- MatPlotLib: allows you to demonstrate cv2 and 
numpy operations; it was used for calibration and ad-
justment.

- Os: a helper library used to interact with a com-
puter’s file system.

Then the program algorithm was set up, as shown 
further.

1. Setting up GUI for directory selection: Tkinter 
is used to create an interface through which the user 
can select a directory of images for analysis.

2. Reading the image: using OpenCV, the pro-
gram reads images from the selected directory, then 
os indexes and sorts them.

3. Binarization: OpenCV converts images into 
matrix form and applies threshold filtering.

4. Background subtraction: the absolute differ-
ence between the “background” matrix and the target 
image matrix is calculated.

5. Creating masks: a mask is created that com-
pletely covers the image with zero pixels, then a 
mask is created in the shape of a circle of a cer-
tain radius. Inside this mask, based on the angular 
geometry, masks of individual sectors are created, 
which in turn cancel the “shading” effect and allow 
the calculation algorithm to operate within its ge-
ometry.

6. Calculation of the sectors area: the number 
of pixels not covered by “shading” masks is counted 
and the area covered by the sector is calculated, con-
verting the number of pixels into square kilometers.

7. Saving results: The results of sector area analy-
sis are saved to an Excel file. After which cycle 2-6 is 
repeated until all images have been processed.

Two functions stand out in the general code. The 
«slice_mask» function accepts image and sector pa-
rameters, creating a mask to highlight the area of a 
particular sector. This is achieved by drawing lines 
and arcs that define the inner and outer boundaries 
of the sector. The areas of the image that lie outside 
the boundaries of the sectors are filled with zeros and 
excluded from the calculation. The «calculate_sec-
tor_areas» function applies a background subtrac-
tion algorithm, converts the image to binary format 
and uses masks created by the first function to deter-
mine the area of each sector [22].

Two program blocks are responsible for deter-
mining the initial and final sectors and working with 
angles in the program, one block for each function. 
For example, the block shown in Figure 5 is respon-
sible for working with angles.

Figure 5 – Algorithm for selecting a longitudinal sector in processed images.

In mathematical expression, the point search al-
gorithm looks like this:

[ ] ( )( ) [ ] ( )( )0 cos , 1 sinx c r y c rα α= + ⋅ = + ⋅  (1)

where x is a point, c is the center (0 and 1 mean the 
axes, for each of which the center is determined sepa-
rately), r is the radius, α is the angle, which is deter-
mined by the block shown in Figure 5.
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Before data can be stored in Excel, it is collect-
ed and organized according to a format that is most 
readable and easy to analyze [24]. To organize the 
results of sector area measurements, the DataFrame 
method from the Pandas library is used. Each row 
of the DataFrame corresponds to one image, and 
the columns represent individual sectors. The pro-
gram goes through all the images in the selected di-
rectory, analyzes them and fills the DataFrame with 
the received data. To save the DataFrame in Excel, 
the to_excel method is used, which is part of the 
Pandas library. This method specifies the path to 
the file where the data will be saved and the label for 
the index (index_label=’Image’), which provides 

the addition of descriptive headers for rows in an 
Excel file.

As a result of executing the algorithm, the user, 
after a few seconds (depending on the size of the di-
rectory), receives an Excel file convenient for analy-
sis with accurate and systematized data on the areas 
of the analyzed images sectors. For example, Table 
1 shows data for two images: a test image and one 
working image, for June 1, 2020. The cells of the 
table show the sector areas for the conditional im-
age (Figure 4) and the NLC fields (Figure 1), calcu-
lated in square kilometers, according to the described 
method. For the test image (Figure 4), a nominal 
value of 75 thousand km2 is known. 

Table 1 – Results of image processing shown in Figures 4 and 1.

Sectors
1 2 3 4 5 6 7 8 9 10 11 12 Calc. Nom.

Fig. 4 14775 60135 1103 0 0 0 0 0 0 0 0 0 76013 75000
Fig. 1 102975 61605 27645 9960 4553 21255 20243 131152 122888 107295 71505 107505 - -

We can compare this value with the calculated 
sum of indicators for all sectors obtained during the 
program: 76 thousand km2. The observed error of 1 
thousand km2 (1.3%) can be caused by background 
dispersion when changing images as shown in figure 

6. It is also possible that the error is partially caused 
by the shot effect, which is characteristic of any 
discrete objects. The error varies depending on the 
threshold filtering parameter, but if this parameter is 
too high, there is a risk of data loss.

Figure 6 – View of the global noctilucent cloud field  
after removing the background influence.
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6 Some results of image processing of meso-
spheric cloud fields

Naturally, the main indicator of the practical val-
ue of the program can only be the results of process-

ing satellite images of global NLC fields. In our case, 
we are talking about the seasons of their evolution 
from 2007 to 2022 (excluding the 2018 season). The 
lack of data on the AIM mission website for the 2018 
summer season is due to technical reasons. 

Table 2 – Final data on the distribution of the cloud fields area.

Sectors

1 2 3 4 5 6 7 8 9 10 11 12

Se
as

on
s

2007 122601 124411 126350 124846 121474 129181 128701 137061 128037 122211 130344 135432

2008 128283 120842 117123 118101 113286 117337 128473 118477 111245 111287 112750 135556

2009 113429 113032 114379 105623 106856 119411 125047 124442 115057 108336 117975 135387

2010 123277 126652 123245 118194 113971 126455 126258 130122 118444 113009 119484 130812

2011 137475 136082 139701 138750 127739 131639 144846 143298 129263 115371 125453 149688

2012 132468 123818 116832 121792 120925 124937 126614 124328 114381 112243 112557 132203

2013 133645 123876 127421 127109 125155 133381 141900 137145 124888 122010 127701 146562

2014 110886 104807 112024 108717 102969 102125 114820 115719 102782 104463 105302 119809

2015 144096 133663 128889 119840 120822 127821 140253 138878 127618 124345 120545 137663

2016 115647 98901 100761 100280 106067 105318 110933 119256 94661 96254 88684 100782

2017 116102 110429 110199 104461 101964 107566 123241 125878 106725 113296 111475 106830

2019 124333 124859 123104 118423 112784 111894 125015 131895 122845 113811 126065 121269

2020 128248 134339 130372 123670 123854 127481 128995 146412 122379 112798 132670 132079

2021 123580 126311 121126 121557 119537 122826 128685 135952 119991 115836 127007 124207

2022 116016 116254 120530 114892 107116 113135 117100 122985 112432 110530 118948 126343

Aver. 124672 121218 120804 117750 114968 120034 127392 130123 116716 113053 118464 128975

Norm. 1,029 1,000 0,997 0,972 0,949 0,991 1,051 1,074 0,963 0,932 0,979 1,064

In each season, 90 daily pictures were included 
in the processing, that is, the total number of im-
ages studied was about 1350. In this case, the time 
required was no more than 10 hours. The final data 
on the distribution of the cloud fields area, expressed 
in square kilometers, for 12 longitudinal sectors on 
average per season are presented in Table 2.

The last lines show the average cloud area for 
all seasons (second line from the bottom) and the 
same values normalized to the average cloud area in 
all sectors and for all seasons. Cells corresponding 

to the maximum cloud field areas in the sector for 
a given season are highlighted in bold (differences 
of 1-2% are considered acceptable). Sectors with the 
minimum area of the cloud field are highlighted in 
italics and gray shading.

The table data indicates the existence of stable 
trends, that is, sectors with a predominance of maxi-
mum or minimum areas of cloud fields in relation to 
the average in the sectors. This fact is clearly illus-
trated in Figure 7, where the differences in the longi-
tudinal structure are shown in the form of a bar graph.
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Figure 7 – Distribution of normalized average field area values
NLC in the northern hemisphere by longitudinal sectors for all seasons.

It should be noted that Figure 7 shows both 
the average value of the relative area of the cloud 
field and the maximum deviations of these val-
ues, corresponding to a confidence level of 98% 
(plus or minus triple the root mean square error 
of the average value). Thus, we can confidently 
speak about the existence of stable maxima in 
the development of the cloud field in sectors 7, 8 
and 12. At the same time, minimal development 
of the area of NLC fields is typical for sectors 
5 and 10. These facts, in our opinion, deserve 
further study as it can lead to discovery of new 
NLC relations with geophysical events or phe-
nomena.

7 Conclusion

The developed program is a convenient tool for 
analyzing longitudinal variations of NLC fields, be-
ing a reliable foundation in studies of the connection 
between various physical processes and the evolu-
tion of NLC. The program not only provides accurate 
data, but also allows you to automate routine image 

processing, which speeds up data analysis and im-
proves its quality.

Acceptable accuracy has been achieved when 
processing working arrays. Distortions in the result 
caused by background dispersion create an insignifi-
cant error and, in the future, can be eliminated using 
machine learning algorithms or background subtrac-
tion methods. The structure of the program and its 
development environment are flexible enough to al-
low modification in the future. As an advantage over 
analogues, we can highlight the fact that the version 
from the current work, if necessary, can be provided 
with an executive file and a compact directory with 
the necessary libraries, which will allow it to be used 
with a minimum of presets.

Using the created program, a general analysis of 
the satellite images array of the northern hemisphere 
global NLC field was carried out over a long period 
of time. The results obtained reliably indicate the 
presence of longitude sectors with statistically signif-
icant differences in the development of mesospheric 
clouds. This suggests the need to continue research 
in this direction.
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on coating formation in electric arc metallization
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This study investigates the technological parameters of electric arc metallization applied to 30KHGSA 
steel, focusing on the effects of varying the spraying distance (100–250 mm) and gas pressure (6–9 Pa) on 
the resulting coating structure and properties. The spraying was performed using an SX-600 electric arc 
metallizer. Electron microscopy and metallographic analysis revealed that the coatings possess a layered 
structure consisting of solidified convective metal flows, micro-welded particles, and oxide inclusions. The 
optimal spraying parameters–150 mm distance and 7 Pa pressure–yielded the maximum coating thickness 
(729.58–733.62 μm) and the lowest porosity (4.02–4.33%). It was observed that increasing the spraying 
distance beyond 150 mm leads to reduced coating thickness, while deviations from the optimal gas pres-
sure result in decreased structural density and homogeneity. Electric arc metallization of 30KHGSA steel 
under optimal conditions enables the formation of coatings with enhanced wear resistance and mechani-
cal strength. Specifically, spraying distances over 150 mm and pressures outside the 7–8 Pa range nega-
tively affect the coating’s density, uniformity, and tribological performance. The identified optimal range 
(150–200 mm, 7–8 Pa) promotes the development of coatings with low surface roughness, reduced friction 
coefficient, and improved wear resistance.

Key words: arc spraying, steel coatings, microstructure, Vickers hardness, porosity, thickness.
PACS number(s): 81.15.-z, 81.20.-n, 81.40.-z.

1 Introduction

Arc spraying is a technique that utilizes the heat 
of an electric arc to melt various metallic materials 
[1]. Among the coating methods, arc spraying pro-
cess seems to be more preferred by the criteria of 
thermal efficiency, cost of atomized materials and 
ease of maintenance [2,3]. In this method, two con-
sumable wire electrodes are automatically fed into 
the arc zone. The arc arising between the electrodes 
melts the wire tips. The principle of arc atomization 
is based on the atomization of molten metal with 
compressed air and its deposition on the substrate at 
high speed, forming a protective coating.

Due to its high productivity and cost-effective-
ness, electric arc metallization is widely used in 
various industries including mechanical engineer-
ing, shipbuilding, agricultural and mining machin-
ery. However, the quality of the resulting coatings 
is highly dependent on spraying parameters such as 

spray distance and gas pressure. Improper selection 
of these parameters can lead to defects, increased po-
rosity and deterioration of mechanical properties of 
the coating. Therefore, optimization of process con-
ditions is an important task to improve the perfor-
mance of sprayed coatings.

In this paper, coatings of 30KHGSA steel de-
posited by electric arc metallization on a substrate of 
65G steel are investigated. Special attention is paid to 
the influence of technological parameters of the pro-
cess – in particular, spraying distance and gas pres-
sure – on the coating formation, its microstructure, 
thickness, porosity, hardness and surface roughness. 
Optimization of these parameters will improve the 
performance properties of coatings and expand their 
application in agricultural engineering.

Recent progress in electric arc spraying technol-
ogies has highlighted the importance of optimizing 
process parameters to improve coating performance. 
In particular, steel grade 30KHGSA has emerged 
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as a promising material due to its high mechanical 
strength, wear resistance, and structural stability 
under high dynamic loads [1,2]. Its successful ap-
plication in arc metallization processes is supported 
by recent works demonstrating its effectiveness in 
improving surface hardness and adhesion [3]. Thus, 
selecting 30KHGSA as the coating material is justi-
fied by its advantageous performance in demanding 
industrial environments.

2 Materials and methods

2.1 Equipment and instrumentation
Coating was carried out using supersonic elec-

tric arc metallizer SX-600 developed by Guangzhou 
Sanxin Metal Technology Co (Guangzhou, China). 
This system consists of power supply, supersonic 
spray gun, control system and compressed air supply 
system.

Figure 1 – Schematic diagram of the electric arc metallization setup.

The spraying process was conducted according 
to the modes shown in Table 1, with the parameters 
varied by varying the gas pressure (P) and spray-
ing distance (D). The substrate temperature was not 
controlled during the experiment. Future studies 
will investigate the effect of substrate temperature 
on coating quality. During the spraying process, the 
voltage was maintained at the levels shown in Table 
1. Air was used as the atomizing gas. Each sample 
was sprayed for 10 seconds over the entire substrate 
surface to form a uniform layer. The spraying was 

carried out under atmospheric conditions. Each ex-
perimental condition was repeated 3 times to ensure 
consistency, with measurements averaged across all 
trials.

In this work 65G steel (GOST 103-2006) was 
used as a substrate material. Its ability to harden by 
hardening significantly increases the service life and 
wear resistance of parts. Due to these properties, steel 
65G is used for the manufacture of springs, springs, 
washers, friction disks, brake belts, gears, bearing 
housings, flanges, as well as clamping and feeding 
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collets. This list is not exhaustive, since the universal 
characteristics of this alloy make it in demand in the 
production of parts operating under conditions of in-
tensive wear. Steel 65G is widely used in mechanical 
engineering, machine tool construction, shipbuild-

ing, as well as in the production of heavy military, 
agricultural and mining equipment. It can be found in 
almost any mechanism where springs and springs are 
used. Chemical composition of steel 65G in accor-
dance with GOST 14959-79 is presented in Table 2.

Table 1 – Spraying modes.

Sample P, Pa D, mm I, A U, B V, cm/s
D1 9 100 300 45 12
D2 9 150 300 45 12
D3 9 200 300 45 12
D4 9 250 300 45 12
P1 6 200 300 45 12
P2 7 200 300 45 12
P3 8 200 300 45 12
P4 9 200 300 45 12

Table 2 – Chemical composition of steel 65G according to GOST 14959-79.

C Si Mn Ni S P Cr Cu
0.62 – 0.7 0.17 – 0.37 0.9 – 1.2 to 0.25 to 0.035 to 0.035 to 0.25 to 0.2
 

The coating material used was 30KHGSA steel 
wire with a diameter of 1.4 mm. This alloy is char-
acterized by high strength, rigidity, as well as good 
weldability and machinability. Due to these charac-
teristics, 30CrHSA steel is widely used in mechani-
cal engineering and automotive industry. In the auto-
motive industry it is in demand due to its high wear 
resistance, which makes it an optimal material for the 

production of crankshafts, connecting rods, cylin-
der heads and other parts operating under significant 
loads. In mechanical engineering and construction 
equipment steel 30CrHSA is used for the manufac-
ture of shafts, axles, gears, bolts and nuts designed 
for high operating loads. Chemical composition of 
steel 30KHGSA according to GOST 4543-71 is giv-
en in Table 3.

Table 3 – Chemical composition of 30KHGSA steel according to GOST 4543-71.

C Si Mn Ni S P Cr Cu
0.28 – 0.34 0.9 – 1.2 0.8 – 1.1 to 0.3 to 0.025 to 0.025 0.8 – 1.1 to 0.3

2.2 Characterization methods for coatings
To study the structure and porosity of coatings, 

cross-sections of samples were prepared. Their fab-
rication was carried out by standard methods of sec-
tioning with subsequent grinding and mechanical 
polishing. Grinding was carried out using silicon car-
bide (SiC) based sandpaper with 120 to 3000 grit, and 
polishing was performed on velvet cloth using 3M 
polishing paste on a METAPOL 2200P automated 

grinding machine (Laizhou Lyric Testing Equipment 
Co., Shandong, China, 2022)[4]. The porosity of the 
coatings was analyzed using an Olympus BX53M 
optical microscope (Tokyo, Japan, 2024) [5], at 5× 
and 10× magnification. Quantification of porosity 
was performed using Metallographic Analysis Soft-
ware in accordance with ASTM E2109. The average 
coating thickness was determined based on five mea-
surements for each image.Roughness measurement 



17

B.K. Rakhadilov et al.         .                                                                 Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 14-26

was performed by contact profilometry using a 130 
profilometer (Proton, Zelenograd, Russia, 2018) [6]. 
To ensure repeatability of the results and increase 
the accuracy, five measurements were performed on 
each sample at random points [7], with subsequent 
calculation of the parameters Ra (arithmetic mean 
deviation of the profile) and Rz (the greatest height of 
the profile) in accordance with GOST 2789-73. Eval-
uation of surface roughness allowed to determine the 
influence of different spraying parameters[8].Hard-
ness analysis on the depth of the samples was carried 
out by the Vickers method using a semi-automatic 
micro-hardness tester Metolab 502 (St. Petersburg, 
Russia) in accordance with GOST 2999-75. The 
optimal combination of these parameters ensures 
maximum coating durability. Hardness and surface 
roughness measurements were repeated three times, 
with measurement errors of ± 5 HV and ± 0.2 µm, 
respectively. The standard deviations were 2.5 HV 
and 0.1 µm. Tribological tests were carried out on 
tribometer TRb3 Anton Paar (international standards 
ASTM G 133-95 and ASTM G99) under dry friction 
conditions at room temperature using the standard 
«ball-disk» method. A 100Cr6 ball of 6 mm diameter 
was used as the contour[9]. The tests took place at a 
load of 10 N and a linear velocity of 10 cm/s, the ra-
dius of curvature of wear was 3 mm, and the friction 
path was 400 m.

3 Results and discussions

3 .1 Microstructure
As shown in Figure 2, the microstructure of 

steel coatings made of 30KHGSA steel by electric 
arc metallization is a complex heterogeneous sys-
tem formed as a result of the rapid cooling of molten 
metal particles during their deposition on the sub-
strate. It consists of individual layer-by-layer de-
posited splatters (melt droplets of the spraying ma-
terial), spread and solidified on the substrate [10]. 
Metallographic analysis of cross-sections reveals a 
structure characteristic of arc-sprayed coatings, with 
pronounced layering and heterogeneity [11]. The 
thickness of individual layers varies widely, and 
distinct inter-splat boundaries are visible through-
out the structure. Spherical and irregular pores are 
mostly located along the splat boundaries, resulting 
from gas entrapment and incomplete fusion. Sev-
eral microcracks, typically oriented perpendicular 
to the coating surface, can be observed propagat-
ing between splats, likely due to thermal shrinkage 
during rapid solidification. These features – splat 
boundaries, porosity, and crack networks – confirm 
the complex interplay between thermal gradients 
and particle dynamics during deposition, which 
ultimately affect the mechanical, tribological, and 
corrosion properties of the coating.

Figure 2 – Layered microstructure of the cross section  
of the coatings at a magnification of 3.00 kx.

3.2 Thickness and porosity
The coating thickness affects wear resistance and 

protective properties, while porosity affects density 
and strength. The relationship between coating thick-

ness and porosity is complex: in a certain range of 
spraying modes, increasing the distance contributes 
to a decrease in porosity, but with further increase 
in distance and gas pressure, there is an increase in 
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porosity due to an increase in the dispersion of par-
ticles in the flow[12]. The optimum combination of 
these parameters ensures maximum durability of the 
coating.

Table 4 shows the effect of spraying distance 
(D) on the thickness and porosity of the coating de-
posited by electric arc metallization. When the dis-
tance is increased from 100 to 150 mm, the coat-
ing thickness increases from 1291.80 to 1315.04 

μm and porosity decreases from 13.92% to 9.80%. 
However, when the distance is further increased to 
200 mm, the thickness decreases sharply to 733.62 
μm but the porosity drops to 4.33%. At a distance 
of 250 mm, the coating thickness becomes mini-
mum (416.27 µm) and porosity increases to 7.21%. 
This indicates that increasing the distance leads to 
particle dispersion, reducing the coating thickness.
[13]

Table 4 – Dependence of thickness and porosity on distance.

№
Distance 

dependence 
of coverage(D)

Coating
thickness

µm

Photos obtained with metallographic
microscope

Porosity of 
coatings  

%

D1 100 1291,80 13,92

D2 150 1315,04 9,80

D3 200 733,62 4,33



19

B.K. Rakhadilov et al.         .                                                                 Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 14-26

№
Distance 

dependence 
of coverage(D)

Coating
thickness

µm

Photos obtained with metallographic
microscope

Porosity of 
coatings  

%

D4 250 416,27 7,21

Continuation of the table

Table 5 shows the effect of gas pressure (P) on 
the thickness and porosity of the coating deposited by 
electric arc metallization. At a pressure of 6 Pa, the 
thickness of the coating is 437.77 μm and the poros-
ity is 9.80%. When the pressure is increased to 7 Pa, 
the thickness increases to 729.58 μm and the poros-
ity decreases to 4.02%. However, when the pressure 

is further increased to 8 Pa, the thickness decreases 
to 557.63 μm and the porosity increases to 5.84%. 
At 9 Pa, the thickness increases again to 733.62 μm 
and the porosity remains low (4.33%). These data 
show that the optimum pressure range is 7-9 Pa, as it 
achieves the highest coating thickness with low po-
rosity.

Table 5 – Dependence of thickness and porosity on gas pressure.

№ Gas pressire 
of coverage(D)

Coating
thickness

µm

Photos obtained with metallographic
microscope

Porosity of coatings  
%

P1 6 437,77 9,80
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№ Gas pressire 
of coverage(D)

Coating
thickness

µm

Photos obtained with metallographic
microscope

Porosity of coatings  
%

P2 7 729,58 4,02

P3 8 557,63 5,84

P4 9 733,62 4,33

Continuation of the table

Analysis of the data from both tables shows that 
the thickness and porosity of the coating deposited 
by electric arc metallization significantly depend 
on both the spraying distance (D) and the gas pres-
sure (P). The optimum distance interval is 150 – 
200 mm. At 150 mm, the maximum coating thick-
ness (1315.04 μm) with moderate porosity (9.80%) 
is achieved, while at 200 mm, the lowest porosity 
(4.33%) with the average thickness (733.62 μm) 
is achieved. Increasing the distance beyond 200 

mm leads to a greater reduction in thickness and 
an increase in coating porosity due to particle dis-
persion during the spraying process. Regarding the 
gas pressure, the most favorable range is between 
7-9 Pa, since at these values the highest coating 
thickness (729.58-733.62 μm) with minimum po-
rosity (4.02-4.33%) is achieved. Thus, it is recom-
mended to use a spraying distance of 150-200 mm 
and gas pressure of 7-9 Pa to obtain an optimal 
coating.
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3.3 Hardness of steel coatings
The hardness of the coating is one of the key pa-

rameters determining its wear resistance, durability 
and mechanical strength. High hardness contributes 

to the coating’s resistance to abrasive wear, shock 
loads and deformation, which is especially important 
for parts operating under intensive friction and high 
loads.

Figure 3 – Variation of coating hardness as a function of varying the distance  
from the gun to the substrate surface (D is the spraying mode indicated in Table 1).

The graph shows the dependence of the hardness 
of coatings obtained by electric arc metallization 
on the spraying distance. The horizontal axis shows 
different spraying modes (D1-D4). The maximum 
hardness (340 HV) is achieved in the second mode, 
whereas in the other cases it decreases to 280 HV.

The data analysis indicates a deterioration in the hard-
ness of the coatings at a spraying distance of 100 mm. A 
slight increase in the distance improves the hardness, but 
at a distance of 200-250 mm the values are lower than 
at 150 mm. Therefore, the optimum spraying distance to 
achieve the best hardness is 150 mm (Figure 3).

Figure 4 – Variation of coating hardness as a function of varying gas pressure  
(P is the spraying mode indicated in Table 1).
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The graph shows the dependence of the hardness 
of coatings obtained by electric arc metallization on 
gas pressure. The horizontal axis shows different 
spraying modes (1-4).

The maximum hardness (392 HV) is achieved in 
the second mode at a pressure of 7 Pa, while at other 
pressure values fluctuations in the range of 326-343 
HV are observed. This indicates that both at too low 
and too high pressures, the coating properties dete-
riorate, which negatively affects its hardness. Con-
sequently, in this case the optimum pressure is 7 Pa 
(mode 2).[14,15]

Thus, based on the presented data, we can con-
clude that both the distance of spraying and gas 
pressure have a significant effect on the hardness of 
coatings obtained by electric arc metallization.There-
fore, to obtain coatings with maximum hardness, it is 
necessary to carefully select the spraying parameters, 
optimizing the distance of 150 mm and gas pressure 
of 7 Pa.[16]( Figure 4).

While the highest hardness observed during the 
variation of spraying distance alone is achieved at 
150 mm (340 HV), the overall maximum hardness 
of 392.6 HV is recorded when the spraying distance 

is 200 mm and the gas pressure is 7 Pa. This indi-
cates that the hardness is not solely dependent on a 
single parameter but results from the combined op-
timization of both spraying distance and gas pres-
sure. Therefore, the best mechanical performance 
is achieved at 200 mm and 7 Pa, which should be 
considered the true optimum condition for maximum 
hardness.

3.4 Roughness
Surface roughness affects the wear resistance, 

corrosion resistance, adhesion, of materials. The op-
timum level of roughness is necessary to achieve the 
best performance characteristics depending on the 
conditions of use.

Ra (the absolute average deviation relative to the 
base length) is a parameter that characterizes the av-
erage of the deviations of the surface height from its 
mean value, measured over the entire length of the 
profile. It is calculated as the arithmetic mean of ab-
solute deviations of the profile height from the mean 
value. Ra is one of the main roughness indices, where 
smaller values indicate a smoother surface and larger 
values indicate a more pronounced roughness.

Figure 5 – Variation of coating roughness as a function of varying spraying parameters  
(D is the distance from the gun to the substrate surface, P is the gas pressure).

As shown in Figure 5, varying the spraying dis-
tance affects the surface roughness depending on 
the selected values. At distances of 100 mm and 
200 mm, maximum roughness values of 17.3 µm and 
17.04 µm were recorded, respectively. In contrast, 

the lowest roughness values were observed at spray-
ing distances of 150 mm and 250 mm. At the same 
time, as the gas pressure (P) increases, the surface 
roughness initially decreases, reaching a minimum 
of 15.93 µm; however, further increases in pressure 
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result in a rise in roughness up to 17.04 µm. This be-
havior may be attributed to the changing dynamics 
of particle motion in the gas flow. Optimal coating 
roughness values are achieved through a balanced 
combination of spraying distance and gas pressure 
parameters.

Gas pressure plays a critical role in controlling 
the dynamics of molten particles during arc spray-
ing. As the atomizing gas (typically air) accelerates 
the molten metal droplets toward the substrate, the 
pressure determines their velocity, trajectory, de-
gree of fragmentation, and cooling rate. At low pres-
sures (e.g., 6 Pa), particle acceleration is insufficient, 
which results in lower impact energy, poor flattening, 
and weak adhesion. This leads to increased porosity 
and rough surface morphology due to partial fusion 
and uneven deposition.

When the pressure is increased to an optimal 
range (7–8 Pa), particles reach a higher velocity 
and achieve better spreading upon impact, forming 
flatter splats and denser microstructures with lower 
porosity. This also improves mechanical properties 
such as hardness and wear resistance. However, ex-

cessive gas pressure (e.g., 9 Pa) may cause high tur-
bulence and particle rebound, leading to inhomoge-
neous coating, surface defects, and even increased 
cooling rates that can cause microcracking due to 
thermal stress.

Therefore, gas pressure must be optimized to en-
sure a balance between particle speed, splat morphol-
ogy, cooling behavior, and coating integrity. These 
effects are consistent with previous studies on high-
velocity arc and flame spraying systems [17,18]

3.5 Tribological tests
The spraying distance affects the kinetic energy 

and degree of oxidation of the coating particles. At 
the minimum distance (D1, 100 mm), particles are 
deposited with high energy, forming a dense but 
potentially overheated coating [19]. Increasing the 
distance to 150-200 mm (D2, D3) promotes uniform 
layer formation, reducing the likelihood of defects 
[20]. At the maximum distance (D4, 250 mm), the 
particles lose a significant part of energy, which can 
lead to an increase in porosity and changes in the tri-
bological characteristics of the coating. 

Figure 6 – Dependence of friction coefficient on distance.
(D1-D4 are the spraying mode indicated in Table 1).

Figures 6 and 7 illustrate how spraying distance 
and gas pressure influence the friction coefficient. As 
the distance increases, particles acquire different ki-
netic energies, affecting the wear resistance and tri-
bological properties of the coating. Optimal param-
eters (distance of 150–200 mm, pressure of 7–8 Pa) 

result in coatings with a reduced friction coefficient 
and improved wear resistance. In particular, at a pres-
sure of 7 Pa (P2) and a distance of 150 mm (D2), 
the most stable and lowest friction coefficient values 
are observed, correlating with a denser structure and 
lower surface roughness.
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Figure 7 – Dependence of friction coefficient on distance.
(P1-P4 are the spraying mode indicated in Table 1).

Gas pressure determines the atomization rate and 
the distribution of particles in the flow. At low pres-
sure (P1, 6 Pa) particles have lower kinetic energy, 
which increases coating roughness and friction coef-
ficient. Increasing pressure (P2-P3, 7-8 Pa) improves 
the adhesion and density of the coating, making it 
more homogeneous. At maximum pressure (P4, 9 
Pa), excessive particle acceleration is possible, re-
sulting in increased material rebound and inhomoge-
neity of the coating.

Optimal modes of spraying distance and gas 
pressure are determined by the balance between the 
coating density, its adhesion to the substrate and 
tribological characteristics. Moderate values of dis-
tance (150-200 mm) and pressure (7-8 Pa) provide 
the best combination of friction coefficient and wear 
resistance of the coating.[21]

4 Conclusion

The conducted study of microstructure and 
properties of steel 30KHGSA coatings obtained by 
electric arc metallization has shown that the process 
of coating formation is accompanied by rapid cool-
ing of molten particles, which leads to the formation 
of layer-by-layer stacked splats. Optimization of 
spraying parameters, such as distance and gas pres-
sure, allows achieving the best performance charac-
teristics of the coating, such as maximum thickness 

(729.58–733.62 μm) and minimum porosity (4.02–
4.33%) at a distance of 150 mm and gas pressure of 
7–9 Pa. Increasing the spraying distance above 150 
mm decreases the coating thickness, and deviation 
of gas pressure from the optimum values worsens 
the density and homogeneity of the structure. The 
influence of spraying distance and gas pressure on 
the coating hardness is also important: increasing 
the distance from 100 mm to 150 mm increases 
the hardness from 280.8 HV to 340.7 HV, and the 
maximum hardness (392.6 HV) is achieved at a dis-
tance of 200 mm and a gas pressure of 7 Pa. The 
graphical representation showed that the reduction 
of coating roughness is achieved at certain values 
of distance, while increasing the gas pressure ini-
tially decreases the roughness, but at a certain stage 
leads to an increase. This behavior can be attributed 
to the influence of gas pressure on particle velocity 
and splat formation: at low pressures, insufficient 
kinetic energy leads to poor adhesion and porosity; 
optimal pressures enhance particle acceleration, im-
prove splat flattening, and promote rapid solidifica-
tion; excessive pressure may result in turbulence, 
rebound effects, and coating inhomogeneity. Thus, 
parameters such as spraying distance and gas pres-
sure need to be carefully controlled to achieve the 
required performance properties and increase the 
mechanical strength of the coating. Analysis of tri-
bological characteristics showed that the distance 



25

B.K. Rakhadilov et al.         .                                                                 Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 14-26

and gas pressure significantly affect the friction 
coefficient. Optimal parameters (150–200 mm, 7–8 
Pa) provide uniform coating, minimum roughness 
and high wear resistance.

Acknowledgements. This research was funded 
by the Committee of Science of the Ministry of Sci-
ence and Higher Education of the Republic of Ka-
zakhstan (grant BR21882370).

References

1. Steffens H. D., Babiak Z., Wewel M. Recent developments in arc spraying // IEEE Transactions on Plasma Science. – 1990. 
– Vol. 18. – P. 974–979. https://doi.org/10.1109/27.61512 

2. Shynarbek A., Rahadilov B., Stepanova O., Kusainov R., Zhasulan A., Daumova G. Issledovanie processa elektrodugovoj 
metallizacii pokrytij iz stali 30HGSA // Eurasian Physical Technical Journal. – 2024. – Vol. 20, No. 4(46). – P. 67–73. https://doi.
org/10.31489/2023No4/67-73 (In Russian)

3. Gargasas J., Valiulis A. V., Gedzevičius I., Mikaliūnas Š., Nagurnas S., Pokhmurska H. Optimization of the arc spraying pro-
cess parameters of the Fe–base Mn-Si-Cr-Mo-Ni coatings for the best wear performance // Materials Science. – 2016. – Vol. 22. – P. 
20–24. https://doi.org/10.5755/j01.ms.22.1.7339 

4. Mussabek G., Kalimoldayev M., Lysenko V., Dikhanbayev K., Baiganatova S., Amirkhanova G. Modern achievements in the 
field of development of methods for obtaining porous titanium structures for medical applications // Recent Contributions to Physics. 
– 2020. – Vol. 75(4). – P. 46–60. https://doi.org/10.26577/RCPh.2020.v75.i4.06 

5. Khan M. A., et al. Influence of electric arc deposition parameters on the microstructure and porosity of coatings // Surface and 
Coatings Technology. – 2019. – Vol. 372. – P. 135–142. https://doi.org/10.1016/j.surfcoat.2019.05.010 

6. Rysin A. V., et al. Vyvod sootnosheniya mass protona i elektrona na osnove zakonov mirozdaniya i termodinamicheskogo 
ravnovesiya // Sciences of Europe. – 2017. – No. 19(19). (in Russian)

7. Mussabek G., Sivakov V. Synthesis and microstructure of p-type porous gallium phosphide layers // Physical Sciences and 
Technology. – 2017. – Vol. 4(2). – P. 54–58. https://phst.kaznu.kz/index.php/journal/article/view/134 

8. Baktygerey S. B., Mussabek G., Zhylkybayeva N., Yermukhamed D., Zhumabekova V., Gumarova S., Boldyrieva O., Lisnyak 
V. Palladium catalysts supported on carbonized porous silicon for H₂/O₂ recombination // Physical Sciences and Technology. – 2023. 
– Vol. 10(3–4). – P. 40–47. https://phst.kaznu.kz/index.php/journal/article/view/359 

9. Bazarbekov S. A. Application of high-speed gas-flame technology for hardening the surfaces of machines and robots of auto-
matic gas-flame spraying // Physical Sciences and Technology. – 2021. – Vol. 8(1–2). – P. 47–52. https://doi.org/10.26577/phst.2021.
v8.i1.06 

10.  Borisova M. Z., Struchkov N. F., Vinokurov G. G. Analiz struktury iznosostojkogo pokrytiya, poluchennogo elektrodugovoj 
metallizaciej poroshkovoj provoloki s tugoplavkimi dobavkami // Prirodnye resursy Arktiki i Subarktiki. – 2016. – No. 2(82). – P. 
76–80. (in Russian)

11. Rakhadilov B., Magazov N., Kakimzhanov D., Apsezhanova A., Molbossynov Y., Kengesbekov A. Influence of spraying 
process parameters on the characteristics of steel coatings produced by arc spraying method // Coatings. – 2024. – Vol. 14. – Article 
1145. https://doi.org/10.3390/coatings14091145 

12. Tamargazin A. A., Lopata L. A., Brusilo Yu. V., Dovzhuk S. A. Vliyanie faktorov processa elektrodugovogo napyleniya na 
strukturoobrazovanie i svojstva pokrytij // Zbіrnik naukovih prac’ KNTU. – 2010. – Vip. 23. – P. 287–297. (in Russian)

13.  Zhukeshov A., Gabdullina A., Amrenova A., Fermahan K., Serik K., Ahmetzhanova N., Erenbayeva Z., Rysbekova Z. The 
specifics of copper coatings production by pulsed arc method // Physical Sciences and Technology. – 2016. – Vol. 2(2). – P. 49–52. 
https://doi.org/10.26577/2409-6121-2015-2-2-49-52 

14. Ilyasov A. M., Zhamanbalin M. B. Features of the production and calibration of reference hardness test blocks // Physical Sci-
ences and Technology. – 2022. – Vol. 9(3–4). – P. 32–38. https://doi.org/10.26577/phst.2022.v9.i2.05

15. Iqbal A., Siddique S., Maqsood M., Atiq Ur Rehman M., Yasir M. Comparative analysis on the structure and properties of 
iron-based amorphous coating sprayed with the thermal spraying techniques // Coatings. – 2020. – Vol. 10(10). – P. 1006. https://doi.
org/10.3390/coatings10101006 

16.  Logachev V. N., Litovchenko N. N. Electric arc metallization: ways to improve equipment and technology // Proceedings of 
GOSNITI. – 2014. – Vol. 117. – P. 228–234. (in Russian)

17.  Johnston A. L., Hall A. C., McCloskey J. F. Effect of process inputs on coating properties in the twin-wire arc zinc process // 
Journal of Thermal Spray Technology. – 2013. – Vol. 22. – P. 856–863. https://doi.org/10.1007/s11666-013-9949-0 

18. Kang S., et al. Influence of deposition parameters on the surface roughness and mechanical properties of coatings in thermal 
spray process // Journal of Thermal Spray Technology. – 2017. – Vol. 26(2). – P. 214–224. https://doi.org/10.1007/s11666-017-0526-7 

19.  Raza A., Ahmad F., Badri T. M., Raza M. R., Malik K. An influence of oxygen flow rate and spray distance on the porosity of 
HVOF coating and its effects on corrosion – A review // Materials. – 2022. – Vol. 15. – P. 6329. https://doi.org/10.3390/ma15186329 

20. Chen W. L., Liu M., Xiao X. L., Zhang X. Effect of spray distance on the microstructure and high temperature oxidation re-
sistance of plasma spray-physical vapor deposition 7YSZ thermal barrier coating // Materials Science Forum. – 2021. – Vol. 1035. – P. 
511–520. https://doi.org/10.4028/www.scientific.net/MSF.1035.511 

21. Syzdykova A. Sh. Tribologicheskie svojstva stal’nykh pokrytij, legirovannyh med’yu // Master’s Journal. – 2015. – No. 2. – P. 
66–70. (in Russian)



26

Impact of gas pressure and spray distance...                                       Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 14-26

Information about authors:
Rakhadilov Baurzhan Korabayevich, PhD is a Director of PlasmaScienfce LLP (Ust-Kamenogorsk, Kazakhstan), e-mail: 

rakhadilovb@gmail.com
Magazov Nurtoleu Magzumbekovich, PhD candidate is a Researcher at the D. Serikbayev East Kazakhstan Technical University 

(Ust-Kamenogorsk, Kazakhstan), e-mail: magazovn@gmail.com
Molbossynov Yermakhan Serikuly, Bachelor of Sc. is a Technician at the D. Serikbayev East Kazakhstan Technical University 

(Ust-Kamenogorsk, Kazakhstan), e-mail: molbossynov.ye@edu.ektu.kz 
Apsezhanova Akbota Kudaibergenkyzy is a Researcher at the D. Serikbayev East Kazakhstan Technical University (Ust-

Kamenogorsk, Kazakhstan), e-mail: akbotaapsezhanova@gmail.com
Kussainov Arystanbek Yerlanovich, PhD candidate is a Junior researcher at the D. Serikbayev East Kazakhstan Technical 

University (Ust-Kamenogorsk, Kazakhstan), e-mail: arys20055@gmai.com

1 Introduction 

The Schrödinger equation indeed lies at the 
focal point of the non-relativistic quantum 
mechanics, providing a fundamental framework for 
understanding the behavior of quantum systems. It's 
fascinating how, once solved, it encapsulates so 
much about a system, offering insights into its 
energy levels and wavefunctions [1-3]. Various 
potential models have been devised to describe 
interactions within quantum systems [4-6], and the 
modified Hylleraas potential model is one such 
approach. It is particularly useful in contexts where 
two charged particles interact, such as the nuclei in a 
diatomic molecule. The modified Hylleraas 
potential is valuable for understanding molecular 
structure and dynamics, offering unique advantages 
by accurately modeling both short- and long-range 
interactions. Unlike other potentials, it captures 

complex quantum behaviors and allows precise 
exploration of field-induced effects on molecular 
energy spectra, providing deeper insights into 
molecular dynamics and enhancing quantum 
chemistry applications.The diverse methods 
researchers have developed to solve the Schrödinger 
equation with these potential models demonstrate 
the depth of exploration in quantum mechanics and 
the ongoing quest to understand complex systems at 
the quantum level [7-11]. The modified Hylleraas 
potential is given as; 

( )
( )

2 r
o

2 r

a eVV(r)
b 1 e

− α

− α

−
=

−
      (1) 

where Vo is the depth of the potential well, a and b 
are the potential parameters, α  is the screening 
parameter. The modified Hylleraas potential (MHP) 
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In this study, we solve the Schrödinger equation with the modified Hylleraas potential (MHP) using the 
Nikiforov-Uvarov method in the presence of external magnetic and Aharonov-Bohm (AB) flux fields. We 
determine non-relativistic energy eigenvalues for various vibrational and magnetic quantum numbers, and 
examine the energy spectra of the MHP with and without these external fields for heteronuclear diatomic 
molecules like Carbon monoxide (CO) and hydrogen chloride (HCl). We observe that the presence of these 
fields increases the energy spectrum and breaks degeneracy. These findings could enable precision molecu-
lar spectroscopy, quantum control in molecular devices, and energy storage technologies. Additionally, we 
discover that the AB flux field has a more significant impact on the energy spectrum compared to the mag-
netic field. We also analyze the system’s thermodynamic properties, including the partition function, mean 
energy, specific heat capacity, free energy, and entropy, providing valuable insights into its behavior. Gen-
erally, this study lays a foundation for further investigation into various quantum chemistry topics, high-
lighting how external fields can significantly influence the properties and behavior of molecular systems.
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potential models have been devised to describe 
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modified Hylleraas potential model is one such 
approach. It is particularly useful in contexts where 
two charged particles interact, such as the nuclei in a 
diatomic molecule. The modified Hylleraas 
potential is valuable for understanding molecular 
structure and dynamics, offering unique advantages 
by accurately modeling both short- and long-range 
interactions. Unlike other potentials, it captures 

complex quantum behaviors and allows precise 
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energy spectra, providing deeper insights into 
molecular dynamics and enhancing quantum 
chemistry applications.The diverse methods 
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model is a short-range potential that can be used to 
describe interactions within molecular, atomic, or 
nuclear systems [12]. The MHP has been used 
extensively in recent studies involving diatomic 
molecules [13,14]. Currently, the effect of magnetic 
and Aharanov-Bohm (AB) flux fields on energy 
spectrum of quantum systems have been on the 
forefront research [15,16]. For instance, the 
investigation by Edet [17] on the Yukawa potential 
energy spectra and the work by Horchani et al. [18] 
on the inversely quadratic Yukawa potential 
highlight the importance of understanding how 
external fields affect these systems. Additionally, 
Ikot et al. [19] contribute by emphasizing the 
significance of external fields on energy spectra and 
magnetic properties. The appealing effects of 
magnetic and AB field on the energy spectra, 
thermodynamics and magnetic properties of systems 
motivates us to study the impact of these fields on 
the modified Hylleraas potential. The motivation 
comes from the fact that this potential model fines 
very useful application in a wide area of specialties 
in physics and chemical physics. In this paper, we 

present the solution to the Schrodinger equation 
(SE) for the MHP model in the presence of 
magnetic and AB flux fields using the Nikifarov-
Uvarov method. Then the energy obtained is applied 
to measure the partition function and other 
thermodynamic functions such as; entropy, mean 
energy, free energy, and specific heat capacity. This 
paper is structured as follows: In Section 2, we 
provide the solution to the Schrodinger equation for 
the modified Hylleraas potential, accounting for 
magnetic and AB fields. In Section 3, the 
thermodynamic properties of the potential model 
under consideration are evaluated. The discussion of 
our findings is presented in Section 4, and our 
conclusion is presented in Section 5. 

2 Theoretical frameworks 

The Schrodinger equation for a particle 
moving in a cylindrical coordinate system within 
the modified Hylleraas potential under the 
combined effect of magnetic and AB fields can be 
stated as; 

( )
( ) ( ) ( )

2 r2
o

mn2 r

a eV1 e A r, E r,
2 c b 1

i
e

− α

− α

 −  − + ψ ϕ = ψ ϕ µ −  
∇





  (2) 

where mnE  is the energy eigenvalues, r is inter 
nuclear distance and µ  is the reduced mass of the 

system. A


is the vector potential written as a 
superposition of two terms 1 2A A A= +

  

[16] 
having azimuthal component and external magnetic 
field with 1 2A B; A 0∇× = ∇× =

   

, where
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, B
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is the magnetic field 

perpendicular to the plane of transversal motion of 

the particle, and AB
2 ˆA

2 r
φ

= ϕ
π



, ABφ is the addition 

AB field created by a solenoid in a cylindrical 
coordinate [20]. 

 The vector potential can be written more 
explicitly as; 

ABBr ˆA
2 2 r

 φ
= + ϕ π 





 (3) 

We define the wave function in Eq. (2) as 

( ) ( ) imR r
r, e

2 r
− ϕψ ϕ =

π
where m is the magnetic 

quantum number and R(r) is the radial part of the 
wave function. Substituting the wave function and 
Eq. (3) into Eq. (2), we obtain a second order 
differential equation given as; 
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The exact solution of Eq. (4) cannot be obtained; 

hence we find the approximate solution by 
introducing the Greene and Aldrich approximation 
[21] stated by Eq. (5) to handle the centrifugal term,
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r 1 e− α

α
=

−
   (5) 

The approximation here is valid for very small 
values of the screening parameterα . The Greene 
and Aldrich approximation simplifies the centrifugal 
term by replacing the angular momentum term with 
an effective potential, making the problem  

analytically solvable. However, this approximation 
assumes that the centrifugal force is weak, which 
may not hold in systems with high angular 
momentum or when the external fields significantly 
alter the molecular dynamics. This limitation could 
lead to reduced accuracy, especially for higher 
quantum numbers or stronger field strengths, where 
the centrifugal term plays a more prominent 
role.Considering the approximation stated in Eq. (5) 
and the transformation 2 rz e− α= , Eq. (4) is 
rewritten in terms of the new variable z as 

2

2

2
1 2 32 2

d R(z) (1 z) dR(z)
dz z(1 z) dz

1 z z R(z) 0
z (1 z)

−
+ +

−

 + −γ + γ − γ = −

  (6) 

where 

o
1 2 2 2 2 2 2

o o

o o
2 2 2 2 2 2 2 2 2

o o
2 2

o
3 2 2 2 2 2 2 2

o o o

V2 E mB B
4 4 2 2 b

V V2 E mB B2 2 2 a
4 4 2 2 b 2 b

V2 E mB B Ba
4 4 2 b 4 4 2

µµ π πζ
γ = − − −

α α φ α φ α
µ µµ π πζ

γ = − + + + +
α α φ α φ α α

µµ ℑ π π πζ
γ = + − − − −

α α α φ φ α φ

 

  

 

Equation (6) is a hypergeometric type second 
order differential equation which solvable by the 
Nikiforov-Uvarov (NU) method. Comparing the Eq. 
(6) to the standard NU equation [22] stated by Eq.
(7), we obtain the requisite polynomials given by
(8).

|| |
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Using the polynomials in Eq. (8), another useful 
polynomial (z)π  is obtained as prescribed by the  

NU method. A brief review of the NU method is as 
presented by [22]. The Nikiforov-Uvarov method is 
chosen for its efficiency in providing better 
analytical solutions to second-order differential 
equations, simplifying complex potential models 
like the modified Hylleraas potential under external 
fields. 
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2
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where 
1

1
4

β = + γ

Equating the discriminant of the quadratic 
expression within the square root sign to zero, and 
solving the ensuring equation for k. 

 ( )2 3 3 2 3k 2 2= − + ± + +γ γ γ β γ γ  (10) 
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model is a short-range potential that can be used to 
describe interactions within molecular, atomic, or 
nuclear systems [12]. The MHP has been used 
extensively in recent studies involving diatomic 
molecules [13,14]. Currently, the effect of magnetic 
and Aharanov-Bohm (AB) flux fields on energy 
spectrum of quantum systems have been on the 
forefront research [15,16]. For instance, the 
investigation by Edet [17] on the Yukawa potential 
energy spectra and the work by Horchani et al. [18] 
on the inversely quadratic Yukawa potential 
highlight the importance of understanding how 
external fields affect these systems. Additionally, 
Ikot et al. [19] contribute by emphasizing the 
significance of external fields on energy spectra and 
magnetic properties. The appealing effects of 
magnetic and AB field on the energy spectra, 
thermodynamics and magnetic properties of systems 
motivates us to study the impact of these fields on 
the modified Hylleraas potential. The motivation 
comes from the fact that this potential model fines 
very useful application in a wide area of specialties 
in physics and chemical physics. In this paper, we 

present the solution to the Schrodinger equation 
(SE) for the MHP model in the presence of 
magnetic and AB flux fields using the Nikifarov-
Uvarov method. Then the energy obtained is applied 
to measure the partition function and other 
thermodynamic functions such as; entropy, mean 
energy, free energy, and specific heat capacity. This 
paper is structured as follows: In Section 2, we 
provide the solution to the Schrodinger equation for 
the modified Hylleraas potential, accounting for 
magnetic and AB fields. In Section 3, the 
thermodynamic properties of the potential model 
under consideration are evaluated. The discussion of 
our findings is presented in Section 4, and our 
conclusion is presented in Section 5. 

2 Theoretical frameworks 

The Schrodinger equation for a particle 
moving in a cylindrical coordinate system within 
the modified Hylleraas potential under the 
combined effect of magnetic and AB fields can be 
stated as; 
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where m is the magnetic 

quantum number and R(r) is the radial part of the 
wave function. Substituting the wave function and 
Eq. (3) into Eq. (2), we obtain a second order 
differential equation given as; 

( )2 2 r2 2 2
o

2 2 2 2 2 2 r
o o o

d R r 2 V (a e )R(r) 2 E mB B r 2 B R(r) 0
d r r b(1 e )

− α

− α

 µ −µ π π πζ
+ ℑ + − − − − = φ φ φ −  

(4)

where 2 21 m m
4

ℑ = − − ζ −ζ , o
hc
e

φ = and 

AB

o

φ
ζ =

φ
The exact solution of Eq. (4) cannot be obtained; 

hence we find the approximate solution by 
introducing the Greene and Aldrich approximation 
[21] stated by Eq. (5) to handle the centrifugal term,

( )
2

22 2 r

1
r 1 e− α

α
=

−
   (5) 

The approximation here is valid for very small 
values of the screening parameterα . The Greene 
and Aldrich approximation simplifies the centrifugal 
term by replacing the angular momentum term with 
an effective potential, making the problem  

analytically solvable. However, this approximation 
assumes that the centrifugal force is weak, which 
may not hold in systems with high angular 
momentum or when the external fields significantly 
alter the molecular dynamics. This limitation could 
lead to reduced accuracy, especially for higher 
quantum numbers or stronger field strengths, where 
the centrifugal term plays a more prominent 
role.Considering the approximation stated in Eq. (5) 
and the transformation 2 rz e− α= , Eq. (4) is 
rewritten in terms of the new variable z as 

2

2

2
1 2 32 2

d R(z) (1 z) dR(z)
dz z(1 z) dz

1 z z R(z) 0
z (1 z)

−
+ +

−

 + −γ + γ − γ = −

  (6) 

where 

o
1 2 2 2 2 2 2

o o

o o
2 2 2 2 2 2 2 2 2

o o
2 2

o
3 2 2 2 2 2 2 2

o o o

V2 E mB B
4 4 2 2 b

V V2 E mB B2 2 2 a
4 4 2 2 b 2 b

V2 E mB B Ba
4 4 2 b 4 4 2

µµ π πζ
γ = − − −

α α φ α φ α
µ µµ π πζ

γ = − + + + +
α α φ α φ α α

µµ ℑ π π πζ
γ = + − − − −

α α α φ φ α φ

 

  

 

Equation (6) is a hypergeometric type second 
order differential equation which solvable by the 
Nikiforov-Uvarov (NU) method. Comparing the Eq. 
(6) to the standard NU equation [22] stated by Eq.
(7), we obtain the requisite polynomials given by
(8).

|| |
2

(z) (z)(z) (z) (z) 0
(z) (z)
τ σ

ψ + ψ + ψ =
σ σ
 

    (7) 

 

( )
( )22 2

2
1 2 3

(z) 1 z
(z) z 1 z

(z) z 1 z

z z

τ
σ

σ

σ γ γ γ

= −


= − 


= − 


= + + 





   (8) 

Using the polynomials in Eq. (8), another useful 
polynomial (z)π  is obtained as prescribed by the  

NU method. A brief review of the NU method is as 
presented by [22]. The Nikiforov-Uvarov method is 
chosen for its efficiency in providing better 
analytical solutions to second-order differential 
equations, simplifying complex potential models 
like the modified Hylleraas potential under external 
fields. 

( ) ( )2
2 3

Z(z) k Z k Z
2

π = − ± β − + γ + + γ
 (9) 

where 
1

1
4

β = + γ

Equating the discriminant of the quadratic 
expression within the square root sign to zero, and 
solving the ensuring equation for k. 

 ( )2 3 3 2 3k 2 2= − + ± + +γ γ γ β γ γ  (10) 
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Accepting the negative solution of k and 
substituting it into Eq.(9), we have 

( )3 2 3 3

z(z)
2

z

π

γ β γ γ γ

= − ±

± + + + −

    (11) 

We apply the relationship 

 (z) (z) 2 (z)τ = τ + π       (12) 

Using Eqs. (8) and (11) another useful 
polynomial is obtained; 

 ( )3 2 3 3

(z) 1 2z

2 z 2

τ

γ β γ γ γ

= − −

− + + + −
  (13) 

Taking the first derivative of (z)τ , we have; 

 3 2 3(z) 2 2 2τ γ β γ γ′ = − − − + +      (14) 

Equating the parameter λ  defined by Eqs. (15) 
and (16) respectively, we obtain a quantity which 
contain the energy eigenvalues as given by Eq. (17) 

n
n(n 1)n (z) (z) 0

2
−′ ′′λ = − τ + σ =    (15) 

k (z)− −′λ = + π      (16) 

( )
( )

2
2

3

11 1n2 2 4
1n 2

  − + + + +    =
 + +
  

χ ρ
γ

χ
    (17) 

where 2 3

3

χ = β + γ + γ
ρ = γ −β

Substituting the parameters 1 2,γ γ  and 3γ as 
earlier defined into Eq. (17), we obtain the non-
relativistic energy eigenvalue of the MHP; 

( )

2 2 2
o

2 2 2
o

o
2 2 2 2

2 2c c
nm o

a V1 Bn
2 4 2 b
V

1 1 1 2 bE aV m m m
14 8 4 4 4 n
2

  µπ + + χ + +    φ α   
  µ
 − ω α µω    α = + + ζ + − − − ζ − ζ −        + + χ            





  (18) 

where 
2 2

2 2
2
o

1 B 1 1 m m
4 4 4 4

π  χ = + − − − ζ − ζ φ  
, 

c
eB
hc

ω = is the cyclotron frequency and m is the 

magnetic quantum number given as 1m
2

= + . For 

our purpose Eq. (18) can written in a more compact 
form as 

( )
222 2

2 3
nm 1

2

n A A
E A

2 n A

 + +α
= −  

µ +  

    (19) 

where 

( )
2 2

2 2c c
1 o

1 1A aV m m m
4 8 4 4
ω α µω  = + + ζ + − − − ζ − ζ 

 



2 2
2 2

2 2
o

1 1 B 1A 1 m m
2 2 4

π  = + + − − − ζ − ζ φ  

2 2
o o

3 2 2 2 2 2
o

a V VBA
4 2 b 2 b

µ µπ
= + −

φ α α 

3 Thermodynamic properties of the modifed 
Hylleraas potential 

The thermodynamic properties of a system are 
easily obtained when the partition function of the 
system is known [23]. However, the partition 
function (PF) is determined by obtaining the 
summation of all possible vibration energy of the 
system. Given the energy spectrum of stated in Eq. 
(19), the partition function ( )Z β for the MHP at a 
finite temperature T, is calculated in terms of the 
Boltzmann factor. 

( ) ( )
max

mn

n
E

n 0
Z e −β

=

β = ∑       (20) 

where 
B

1
k T

β =  , Bk  is the Boltzmann constant. 

By substituting the energy spectrum in Eq. (19) 
into Eq. (20), the partition function is given as  

( )

( )max
22n 2 2

2 3
1

n 0 2

Z

n A A
Exp. A

2 n A=

β =

   + +α  = −β −    µ +     
∑ 

(21)

Let 
2 2

2
1 2 3x ,q A , t n A ,p xA

2
α

= = − = + =
µ



The partition function ( )Z β  becomes; 

( )
maxn

2
2

n 0

pZ Exp q xt
t=

β β = β +β −  
∑

    (22) 

Writing Eq. (22) in integral form we have; 

( )
2max

2
n pxt q

t

0

Z e dt
β

β− +β
β = ∫

 (23)
Using Maple 10.0 version, the partition function 

of Eq. (23) can be evaluated as 

( )

2
max

p
n

maxxt q p max

p
erfi

n2n ee 2 p 2
p p

Z
2

β

β+β − β

  β
     − β π − π − β − β 
 
 β =

 (24) 

And the imaginary error function (y)erfi  is 
defined as follows  

2

0

( ) 2(y) .
y

terf iyerfi e dt
i π

= = ∫
     (25) 

Using Eq. (24) other thermodynamic relations 
are found as follows: 

(a) vibrational mean energy

( ) ( )InZ
U

β
β

β
∂

= −
∂

   (26) 

(b) Vibrational specific heat capacity

( ) ( )2
2

2B

InZ
C k

β
β β

β
 ∂

=   ∂ 
  (27) 

(c) Vibrational free energy

( ) ( )BF k TInZβ β= −                      (28) 

(d) Vibrational entropy

( ) ( ) ( )
B B

InZ
S k InZ k

β
β β β

β
∂

= −
∂

(29)
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Accepting the negative solution of k and 
substituting it into Eq.(9), we have 

( )3 2 3 3

z(z)
2

z

π

γ β γ γ γ

= − ±

± + + + −

    (11) 

We apply the relationship 

 (z) (z) 2 (z)τ = τ + π       (12) 

Using Eqs. (8) and (11) another useful 
polynomial is obtained; 

 ( )3 2 3 3

(z) 1 2z

2 z 2

τ

γ β γ γ γ

= − −

− + + + −
  (13) 

Taking the first derivative of (z)τ , we have; 

 3 2 3(z) 2 2 2τ γ β γ γ′ = − − − + +      (14) 

Equating the parameter λ  defined by Eqs. (15) 
and (16) respectively, we obtain a quantity which 
contain the energy eigenvalues as given by Eq. (17) 

n
n(n 1)n (z) (z) 0

2
−′ ′′λ = − τ + σ =    (15) 

k (z)− −′λ = + π      (16) 
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 + +
  

χ ρ
γ

χ
    (17) 

where 2 3

3

χ = β + γ + γ
ρ = γ −β

Substituting the parameters 1 2,γ γ  and 3γ as 
earlier defined into Eq. (17), we obtain the non-
relativistic energy eigenvalue of the MHP; 
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2 2c c
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a V1 Bn
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  µπ + + χ + +    φ α   
  µ
 − ω α µω    α = + + ζ + − − − ζ − ζ −        + + χ            





  (18) 

where 
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, 

c
eB
hc

ω = is the cyclotron frequency and m is the 

magnetic quantum number given as 1m
2

= + . For 

our purpose Eq. (18) can written in a more compact 
form as 

( )
222 2

2 3
nm 1

2

n A A
E A

2 n A

 + +α
= −  

µ +  

    (19) 
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3 Thermodynamic properties of the modifed 
Hylleraas potential 

The thermodynamic properties of a system are 
easily obtained when the partition function of the 
system is known [23]. However, the partition 
function (PF) is determined by obtaining the 
summation of all possible vibration energy of the 
system. Given the energy spectrum of stated in Eq. 
(19), the partition function ( )Z β for the MHP at a 
finite temperature T, is calculated in terms of the 
Boltzmann factor. 

( ) ( )
max

mn

n
E

n 0
Z e −β

=

β = ∑       (20) 

where 
B

1
k T

β =  , Bk  is the Boltzmann constant. 

By substituting the energy spectrum in Eq. (19) 
into Eq. (20), the partition function is given as  

( )

( )max
22n 2 2
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1

n 0 2

Z

n A A
Exp. A

2 n A=

β =

   + +α  = −β −    µ +     
∑ 

(21)

Let 
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= = − = + =
µ



The partition function ( )Z β  becomes; 

( )
maxn

2
2

n 0

pZ Exp q xt
t=

β β = β +β −  
∑

    (22) 

Writing Eq. (22) in integral form we have; 

( )
2max

2
n pxt q

t

0

Z e dt
β

β− +β
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Using Maple 10.0 version, the partition function 

of Eq. (23) can be evaluated as 
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p
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And the imaginary error function (y)erfi  is 
defined as follows  

2

0

( ) 2(y) .
y

terf iyerfi e dt
i π
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     (25) 

Using Eq. (24) other thermodynamic relations 
are found as follows: 

(a) vibrational mean energy

( ) ( )InZ
U

β
β

β
∂

= −
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   (26) 

(b) Vibrational specific heat capacity

( ) ( )2
2

2B

InZ
C k

β
β β

β
 ∂

=   ∂ 
  (27) 

(c) Vibrational free energy

( ) ( )BF k TInZβ β= −                      (28) 

(d) Vibrational entropy
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InZ
S k InZ k

β
β β β

β
∂

= −
∂
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4 Results and discussion 

The study of heteronuclear diatomic molecules 
such as carbon monoxide (CO) and hydrogen 
chloride (HCl) is crucial due to their diverse 
applications in atmospheric science, spectroscopy, 
and industrial processes. Their unique bond prope-
rties, dipole moments, and vibrational-rotational 
spectra provide critical insights into molecular 
dynamics, advancing chemical analysis, environ-
mental monitoring, and quantum information 
systems. To validate our findings, we employed 
spectroscopic data from Table 1 to analyze the 
energy levels of HCl and CO under external 
magnetic and Aharonov-Bohm (AB) flux fields. The 
analysis utilized the following referenced values: 

, 
1 41 1.239841875 10 ,cm eV− −= × and 

[24] in our calculations. Tables 2 and 3 present the
energy levels for the modified Hylleraas potential of
HCl and CO, respectively, considering the influence
of AB flux field (ζ ) and external magnetic field
(B) across various magnetic (m) and vibrational (n)
quantum numbers using Equation (19). The
Aharonov-Bohm (AB) effect is a quantum
mechanical phenomenon where a charged particle
experiences a phase shift when moving around a
region with a magnetic field, even if the magnetic
field is zero along the particle's path. The AB flux
field represents the effect of this phenomenon on the
molecule's energy levels. We observed degeneracy
when both fields are absent (ζ  = B = 0) for m = 1
and m = -1. Under the exclusive influence of the
magnetic field (B ≠ 0; ζ = 0), energy levels rise,
eliminating degeneracy while retaining quasi-
degeneracy. Sole exposure to the AB field (B = 0; 
ζ  ≠ 0) abolishes degeneracy, confining the system 
further. Consequently, the combined impact of both 
fields surpasses individual effects, causing a 
significant shift in the system's energy spectrum. 
This suggests that the interaction between the AB 
flux field and the external magnetic field alters the 
energy levels in a more pronounced manner than 
either field acting alone. In Figures 1 to 5, we 
plotted the thermodynamic functions against the 
temperature for selected heteronuclear diatomic 
molecules. Figure 1 depicts the partition function for 
HCl and CO. It was observed that as the temperature 

increases the molecules energy decreases. This 
implies that at higher temperatures, the distribution 
of these molecules among their energy states 
decreases rather than increases. Also, Fig 2 indicates 
a shape increase in the mean energy at almost zero 
temperature and an exponential decrease as the 
temperature increases. This behavior is consistent 
with the Boltzmann distribution, which describes 
the distribution of energy among the different 
energy states of a system at thermal equilibrium. At 
higher temperatures, particles are distributed among 
a greater number of energy states, resulting in a 
decrease in the average energy per particle. In Fig. 3 
we observed that there is a linear increase between 
the two molecules as both the specific heat capacity 
and temperature increases. The linear increase in 
specific heat capacity with temperature may be 
indicative of various physical processes occurring 
within the molecules as temperature rises. For 
example, in gases, increasing temperature leads to 
greater molecular motion and vibrational modes 
becoming active, which require more energy to 
excite. In solids, higher temperatures may lead to 
increased thermal expansion and more pronounced 
lattice vibrations, contributing to higher specific 
heat capacities. Fig. 4 shows a rapid increase in free 
energy at a constant temperature and it begins to 
converge when the temperature increases. The rapid 
increase in free energy at constant temperature may 
correspond to the onset of a phase transition or 
chemical reaction, where the system undergoes a 
significant change in its internal structure or 
composition. The convergence of free energy with 
increasing temperature may indicate the stabilization 
of the system as temperature increases, leading to a 
reduction in the rate of change of free energy with 
temperature. The entropy against temperature is 
plotted in Fig. 5. We observed that as the 
temperature increase, the molecules entropy is seen 
to increase. The observed increase in entropy with 
increasing temperature is consistent with the general 
trend observed in many systems. As the temperature 
rises, the molecules in the system gain more thermal 
energy, leading to increased molecular motion and a 
greater number of accessible microstates. This 
increased molecular disorder contributes to an 
overall increase in the system's entropy. The 
increase in entropy with temperature has significant 
implications for various physical and chemical 
processes. For example, in phase transitions such as 
melting or vaporization, the increase in entropy with 
temperature plays a crucial role in determining the 
conditions under which these transitions occur. 

2931.4940281 am  Mu = eV c

1973.29 eV Ac
°

=

Table 1 – Spectroscopic parameters of the selected heteronuclear diatomic molecules [25]. 

Table 2 – Eigenvalues ( eV) for the modified Hylleraas potential for CO molecule with and without B and AB flux fields. 

m n B = 0; ζ = 0 B = 5 T; ζ = 0 B = 0; ζ = 5 B = 5 T; ζ = 5 

1 0 -10:89413685 -10:89412694 -10:88701166 -10:88700163
1 -10:79366351 -10:79365356 -10:78663755 -10:78662748
2 -10:69458650 -10:69457650 -10:68765794 -10:68764782
3 -10:59688007 -10:59687002 -10:59004712 -10:59003695

0 0 -10:89437452 -10:89436462 -10:88843594 -10:88842593
1 -10:79389787 -10:79388793 -10:78804200 -10:78803194
2 -10:69481761 -10:69480762 -10:68904293 -10:68903282
3 -10:59710798 -10:59709795 -10:59141299 -10:59140284

-1 0 -10:89413685 -10:89412696 -10:88938567 -10:88937567
1 -10:79366351 -10:79365358 -10:78897851 -10:78896846
2 -10:69458650 -10:69457652 -10:68996645 -10:68995636
3 -10:59688007 -10:59687004 -10:59232377 -10:59231363

Table 3 – Eigenvalues ( eV) for the modified Hylleraas potential for HCl molecule with and without B and AB flux fields. 

m n B = 0; ζ = 0 B = 5 T; ζ = 0 B = 0; ζ = 5 B = 5 T; ζ = 5 

1 0 -3:962892968 -3:962876513 -3:911543641 -3:911526223
1 -3:805044609 -3:805027813 -3:756800366 -3:756782607
2 -3:656677388 -3:656660250 -3:611292839 -3:611274738
3 -3:517046921 -3:517029442 -3:474300445 -3:474282003

0 0 -3:964628515 -3:964612149 -3:921703713 -3:921686402
1 -3:806674860 -3:806658153 -3:766347643 -3:766329991
2 -3:658210692 -3:658193643 -3:620275626 -3:620257633
3 -3:518490814 -3:518473424 -3:482762382 -3:482744047

-1 0 -3:962892968 -3:962876683 -3:928507319 -3:928490109
1 -3:805044609 -3:805027984 -3:772740459 -3:772722907
2 -3:656677388 -3:656660421 -3:626290068 -3:626272175
3 -3:517046921 -3:517029612 -3:488427730 -3:488409495

Molecules ( )eD eV 1Aϑα
°

− − 
 
  ( )er A ( )μ MeV

HCl 4.6190309050 1.86770 1.2746 0.09129614886 
CO 11.225600000 2.29940 1.1283 0.63906749030 
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4 Results and discussion 

The study of heteronuclear diatomic molecules 
such as carbon monoxide (CO) and hydrogen 
chloride (HCl) is crucial due to their diverse 
applications in atmospheric science, spectroscopy, 
and industrial processes. Their unique bond prope-
rties, dipole moments, and vibrational-rotational 
spectra provide critical insights into molecular 
dynamics, advancing chemical analysis, environ-
mental monitoring, and quantum information 
systems. To validate our findings, we employed 
spectroscopic data from Table 1 to analyze the 
energy levels of HCl and CO under external 
magnetic and Aharonov-Bohm (AB) flux fields. The 
analysis utilized the following referenced values: 

, 
1 41 1.239841875 10 ,cm eV− −= × and 

[24] in our calculations. Tables 2 and 3 present the
energy levels for the modified Hylleraas potential of
HCl and CO, respectively, considering the influence
of AB flux field (ζ ) and external magnetic field
(B) across various magnetic (m) and vibrational (n)
quantum numbers using Equation (19). The
Aharonov-Bohm (AB) effect is a quantum
mechanical phenomenon where a charged particle
experiences a phase shift when moving around a
region with a magnetic field, even if the magnetic
field is zero along the particle's path. The AB flux
field represents the effect of this phenomenon on the
molecule's energy levels. We observed degeneracy
when both fields are absent (ζ  = B = 0) for m = 1
and m = -1. Under the exclusive influence of the
magnetic field (B ≠ 0; ζ = 0), energy levels rise,
eliminating degeneracy while retaining quasi-
degeneracy. Sole exposure to the AB field (B = 0; 
ζ  ≠ 0) abolishes degeneracy, confining the system 
further. Consequently, the combined impact of both 
fields surpasses individual effects, causing a 
significant shift in the system's energy spectrum. 
This suggests that the interaction between the AB 
flux field and the external magnetic field alters the 
energy levels in a more pronounced manner than 
either field acting alone. In Figures 1 to 5, we 
plotted the thermodynamic functions against the 
temperature for selected heteronuclear diatomic 
molecules. Figure 1 depicts the partition function for 
HCl and CO. It was observed that as the temperature 

increases the molecules energy decreases. This 
implies that at higher temperatures, the distribution 
of these molecules among their energy states 
decreases rather than increases. Also, Fig 2 indicates 
a shape increase in the mean energy at almost zero 
temperature and an exponential decrease as the 
temperature increases. This behavior is consistent 
with the Boltzmann distribution, which describes 
the distribution of energy among the different 
energy states of a system at thermal equilibrium. At 
higher temperatures, particles are distributed among 
a greater number of energy states, resulting in a 
decrease in the average energy per particle. In Fig. 3 
we observed that there is a linear increase between 
the two molecules as both the specific heat capacity 
and temperature increases. The linear increase in 
specific heat capacity with temperature may be 
indicative of various physical processes occurring 
within the molecules as temperature rises. For 
example, in gases, increasing temperature leads to 
greater molecular motion and vibrational modes 
becoming active, which require more energy to 
excite. In solids, higher temperatures may lead to 
increased thermal expansion and more pronounced 
lattice vibrations, contributing to higher specific 
heat capacities. Fig. 4 shows a rapid increase in free 
energy at a constant temperature and it begins to 
converge when the temperature increases. The rapid 
increase in free energy at constant temperature may 
correspond to the onset of a phase transition or 
chemical reaction, where the system undergoes a 
significant change in its internal structure or 
composition. The convergence of free energy with 
increasing temperature may indicate the stabilization 
of the system as temperature increases, leading to a 
reduction in the rate of change of free energy with 
temperature. The entropy against temperature is 
plotted in Fig. 5. We observed that as the 
temperature increase, the molecules entropy is seen 
to increase. The observed increase in entropy with 
increasing temperature is consistent with the general 
trend observed in many systems. As the temperature 
rises, the molecules in the system gain more thermal 
energy, leading to increased molecular motion and a 
greater number of accessible microstates. This 
increased molecular disorder contributes to an 
overall increase in the system's entropy. The 
increase in entropy with temperature has significant 
implications for various physical and chemical 
processes. For example, in phase transitions such as 
melting or vaporization, the increase in entropy with 
temperature plays a crucial role in determining the 
conditions under which these transitions occur. 

2931.4940281 am  Mu = eV c

1973.29 eV Ac
°

=

Table 1 – Spectroscopic parameters of the selected heteronuclear diatomic molecules [25]. 

Table 2 – Eigenvalues ( eV) for the modified Hylleraas potential for CO molecule with and without B and AB flux fields. 

m n B = 0; ζ = 0 B = 5 T; ζ = 0 B = 0; ζ = 5 B = 5 T; ζ = 5 

1 0 -10:89413685 -10:89412694 -10:88701166 -10:88700163
1 -10:79366351 -10:79365356 -10:78663755 -10:78662748
2 -10:69458650 -10:69457650 -10:68765794 -10:68764782
3 -10:59688007 -10:59687002 -10:59004712 -10:59003695

0 0 -10:89437452 -10:89436462 -10:88843594 -10:88842593
1 -10:79389787 -10:79388793 -10:78804200 -10:78803194
2 -10:69481761 -10:69480762 -10:68904293 -10:68903282
3 -10:59710798 -10:59709795 -10:59141299 -10:59140284

-1 0 -10:89413685 -10:89412696 -10:88938567 -10:88937567
1 -10:79366351 -10:79365358 -10:78897851 -10:78896846
2 -10:69458650 -10:69457652 -10:68996645 -10:68995636
3 -10:59688007 -10:59687004 -10:59232377 -10:59231363

Table 3 – Eigenvalues ( eV) for the modified Hylleraas potential for HCl molecule with and without B and AB flux fields. 

m n B = 0; ζ = 0 B = 5 T; ζ = 0 B = 0; ζ = 5 B = 5 T; ζ = 5 

1 0 -3:962892968 -3:962876513 -3:911543641 -3:911526223
1 -3:805044609 -3:805027813 -3:756800366 -3:756782607
2 -3:656677388 -3:656660250 -3:611292839 -3:611274738
3 -3:517046921 -3:517029442 -3:474300445 -3:474282003

0 0 -3:964628515 -3:964612149 -3:921703713 -3:921686402
1 -3:806674860 -3:806658153 -3:766347643 -3:766329991
2 -3:658210692 -3:658193643 -3:620275626 -3:620257633
3 -3:518490814 -3:518473424 -3:482762382 -3:482744047

-1 0 -3:962892968 -3:962876683 -3:928507319 -3:928490109
1 -3:805044609 -3:805027984 -3:772740459 -3:772722907
2 -3:656677388 -3:656660421 -3:626290068 -3:626272175
3 -3:517046921 -3:517029612 -3:488427730 -3:488409495

Molecules ( )eD eV 1Aϑα
°

− − 
 
  ( )er A ( )μ MeV

HCl 4.6190309050 1.86770 1.2746 0.09129614886 
CO 11.225600000 2.29940 1.1283 0.63906749030 



34

Non-relativistic solutions of the modified Hylleraas potential ...         Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 27-37

Figure 1 – Variation of the partition function ( )Z β versus temperature (β )
for selected heteronuclear diatomic molecules. 

Figure 2 – Variation of the mean energy ( )U β versus temperature ( β )
for selected heteronuclear diatomic molecules. 

Figure 3 – Variation of the specific heat ( )C β versus temperature ( β )
for selected heteronuclear diatomic molecules. 

Figure 4 – Variation of the free energy ( )F β versus temperature ( β )
for selected heteronuclear diatomic molecules. 

Figure 5 – Variation of the entropy S(β ) versus temperature 
(β ) for selected heteronuclear diatomic molecules.

5 Conclusion 

This work presents an analytical solution to 
the Schrödinger equation (SE) with the modified 
Hylleraas potential using the Nikiforov-Uvarov 
(NU) method, incorporating external magnetic 
and Aharonov-Bohm (AB) flux fields. The study 
calculates non-relativistic energy eigenvalues for 
various vibrational and magnetic quantum 
numbers and examines the influence of these 
fields on the energy spectra of heteronuclear 
diatomic molecules like CO and HCl. Degeneracy 
is observed in the absence of external fields, 
while the application of a magnetic field increases 
energy eigenvalues, breaking degeneracy but 

leaving some quasi-degeneracy. The AB field has 
a stronger effect, further reducing degeneracy and 
raising energy levels compared to the magnetic 
field. When both fields are applied, their 
combined impact exceeds their individual effects. 
The thermodynamic properties of the system, 
including the partition function, mean energy, 
specific heat capacity, free energy, and entropy, 
are analyzed and visualized, providing deeper 
insights into molecular behavior under external 
fields. This study establishes a foundation for 
exploring various quantum chemistry topics, 
illustrating how external fields can significantly 
influence molecular properties. The findings have 
implications for quantum technology development 



35

E.P. Inyang et al.                                                                                              Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 27-37

Figure 1 – Variation of the partition function ( )Z β versus temperature (β )
for selected heteronuclear diatomic molecules. 

Figure 2 – Variation of the mean energy ( )U β versus temperature ( β )
for selected heteronuclear diatomic molecules. 

Figure 3 – Variation of the specific heat ( )C β versus temperature ( β )
for selected heteronuclear diatomic molecules. 

Figure 4 – Variation of the free energy ( )F β versus temperature ( β )
for selected heteronuclear diatomic molecules. 

Figure 5 – Variation of the entropy S(β ) versus temperature 
(β ) for selected heteronuclear diatomic molecules.

5 Conclusion 

This work presents an analytical solution to 
the Schrödinger equation (SE) with the modified 
Hylleraas potential using the Nikiforov-Uvarov 
(NU) method, incorporating external magnetic 
and Aharonov-Bohm (AB) flux fields. The study 
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various vibrational and magnetic quantum 
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is observed in the absence of external fields, 
while the application of a magnetic field increases 
energy eigenvalues, breaking degeneracy but 

leaving some quasi-degeneracy. The AB field has 
a stronger effect, further reducing degeneracy and 
raising energy levels compared to the magnetic 
field. When both fields are applied, their 
combined impact exceeds their individual effects. 
The thermodynamic properties of the system, 
including the partition function, mean energy, 
specific heat capacity, free energy, and entropy, 
are analyzed and visualized, providing deeper 
insights into molecular behavior under external 
fields. This study establishes a foundation for 
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illustrating how external fields can significantly 
influence molecular properties. The findings have 
implications for quantum technology development 
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and molecular physics, enabling advancements in 
field-tunable molecular systems for quantum 
sensors, quantum information processing, and 
advanced material design. Future research could 
extend these methods to more complex molecular 
systems and investigate the effects of diverse 
external field configurations. 

Acknowledgements. Dr E. P. Inyang, Dr I. M. 
Nwachukwu and Prof. K. M. Lawal would like to 
thank the National Open University of Nigeria for 
the award of the 2024 Senate Research Grant. The 
research was carried out under the National Open 
University of Nigeria 2024 Senate Research Grant: 
NOUN/DRA/SRG/AW/045. 

References 

1. Thompson E. A., Inyang E. P., William E. S. Analytical determination of the non-relativistic quantum mechanical properties
of near doubly magic nuclei // Physical Sciences and Technology. -2021. -Vol. 8. -No.3-4. -P. 10-21. 
https://doi.org/10.26577/phst.2021.v8.i2.02  

2. Inyang E.P., Obisung E.O., Amajama J., Bassey D.E., William E.S., Okon I.B. The effect of topological defect on the mass
spectra of heavy and heavy-light quarkonia // Eurasian Physical Technical Journal. – 2022. – Vol. 19. – No. 4. – P. 78–87. 
https://doi.org/10.31489/2022No4/78-87 

3. Nwabuzor P., Edet C., Ikot A.N., Okorie U., Ramantswana M., Horchani R., Abdel-Aty A., Rampho G. Analyzing the effects
of topological defect (TD) on the energy spectra and thermal properties of LiH, TiC and I₂ diatomic molecules // Entropy. – 2021. – 
Vol. 23. – No. 8. – P. 1060. https://doi.org/10.3390/e23081060 

4. Eyube E.S., Yusuf I., Omugbe E., Makasson C.R., Onate C.A., Mohammed B.D., Balami B.Y., Tahir A.M. Energy spectrum
and magnetic susceptibility of the improved Pöschl-Teller potential // Physica B: Condensed Matter. – 2024. – Vol. 694. – P. 416483. 
https://doi.org/10.1016/j.physb.2024.416483  

5. Allosh M., Mustafa Y., Ahmed N.K., Mustafa A.S. Ground and excited state mass spectra and properties of heavy-light
mesons // Few-Body Systems. – 2021. – Vol. 62. – P. 26. https://doi.org/10.1007/s00601-021-01608-1 

6. Mutuk H. Cornell Potential: A neural network approach // Advances in High Energy Physics. – 2019. – Vol. 2019. – P.
3105373. https://doi.org/10.1155/2019/3105373 

7. Kumar R., Singh R.M., Bhahardivaj S.B., Rani R., Chand F. Analytical solutions to the Schrödinger equation for generalized
cornell potential and its application to diatomic molecules and heavy mesons // Modern Physics Letters A. – 2022. – Vol. 37. – P. 
2250010. https://doi.org/10.1142/S0217732322500109 

8. Kharusi A.I., Omama, Horchani R., Ikot A. Non-relativistic and relativistic energy of molecules in external fields with time-
dependent moving boundaries // The European Physical Journal Plus. – 2024. – Vol. 139. – No. 9. – P. 818. 
https://doi.org/10.1140/epjp/s13360-024-05603-3 

9. Abu-Shady M., Inyang E.P. Heavy-light meson masses in the framework of trigonometric Rosen-Morse potential using the
generalized fractional derivative // East European Journal of Physics. – 2022. – Vol. 4. – P. 80–87. https://doi.org/10.26565/2312-
4334-2022-4-06 

10. Ikot A.N., Okorie U.S., Amadi P.O., Edet C.O., Rampho G.J., Sever R. The Nikiforov-Uvarov–functional analysis (NUFA)
method: A new approach for solving exponential-type potentials // Few-Body Systems. – 2021. – Vol. 62. – P. 9. 
https://doi.org/10.1007/s00601-021-021-01593-5 

11. Edet C.O., Osang J.E., Ali N., Agbo E.P., Aljunid S.A., Endut R., et al. Non-relativistic energy spectra of the modified
Hylleraas potential and its thermodynamic properties in arbitrary dimensions // Quantum Reports. – 2022. – Vol. 4. – No. 3. – P. 
238–250. https://doi.org/10.3390/quantum4030016 

12. Ikot A.N., Awoga O.A., Antia A.D. Bound state solutions of d–dimensional Schrödinger equation with Eckart potential plus
modified deformed Hylleraas potential // Chinese Physics B. – 2013. – Vol. 22. – No. 2. – P. 304-324. 

13. Ikot A.N. Solution of Dirac equation with generalised Hylleraas potential // Communications in Theoretical Physics. – 2013.
– Vol. 59. – No. 3. – P. 268–272. https://doi.org/10.1088/0253-6102/59/3/04

14. Onyeaju M.C., Ikot A.N., Onate C.A., Ebomwonyi O., Udoh M.E., Idiodi J.O. Approximate bound state solutions of the
Dirac equation with some thermodynamic properties for the deformed Hylleraas plus deformed Woods-Saxon potential // The 
European Physical Journal Plus. – 2017. – Vol. 132. – P. 302. https://doi.org/10.1140/epjp/i2017-11573-x  

15. Karayer H. Study of the radial Schrödinger equation with external magnetic and AB flux fields by the extended Nikiforov–
Uvarov method // The European Physical Journal Plus. – 2020. – Vol. 135. – No. 1. – P. 1–10. https://doi.org/10.1140/epjp/s13360-
020-00131-2

16. Antonakos C., Terzis A.F. Aharonov–Bohm effect as a diffusion phenomenon // Foundations of Physics. – 2024. – Vol. 54.
– No. 4. – P. 53. https://doi.org/10.48550/arXiv.2307.06683

17. Edet C.O., Ikot A.N., Okorie U.S., Rampho G.J., Ramantswana M., Horchani R., et al. Persistent сurrent, magnetic
susceptibility and thermal properties for a class of Yukawa potential in the presence of external magnetic and Aharonov–Bohm fields 
// International Journal of Thermophysics. – 2021. – Vol. 42. – P. 138. 

18. Horchani R., Al-Aamri H., Al-Kindi N., Ikot A.N., Okorie U.S., Rampho G.J., Jelassi H. Energy Spectra and Magnetic
Properties of Diatomic Molecules in the Presence of Magnetic and AB Fields with the Inversely Quadratic Yukawa Potential // The 
European Physical Journal D. – 2021. – Vol. 75. – No. 1. – P. 1–13. https://doi.org/10.1140/epjd/s10053-021-00038-2  

19.  Ikot A.N., Rampho G.J., Edet C.O., Okorie U.S. Energy spectra and thermal properties of diatomic molecules in the 
presence of magnetic and AB field with improved Kratzer potential // Molecular Physics. – 2020. 
https://doi.org/10.1080/00268976.202.1821922  

20. Okorie U.S., Edet C.O., Ikot A.N., Rampho G.J., Sever R. Thermodynamic functions for diatomic molecules with modified 
Kratzer plus screened Coulomb potential // Indian Journal of Physics. – 2019. – Vol. 19. – P. 12648. https://doi.org/10.1007/s12648-
019-01670-w  

21. Greene R. L., Aldrich C. Variational wave functions for a screened Coulomb potential // Phys. Rev. A. -1976. -Vol.14. -P. 
2363. https://doi.org/10.1103/PhysRevA.14.2363  

22. Nikiforov S.K., Uvarov V.B. Special functions of mathematical physics. – Basel: Birkhäuser, 1988. 
23. Okorie U.S., Ikot A.N., Chukwuocha E.O., Onyeaju M.C., Amadi P.O., Sithole M.J., Rampho G.J. Energies spectra and 

thermodynamic properties of hyperbolic Pöschl–Teller potential (HPTP) model // International Journal of Thermophysics. – 2020. – 
Vol. 41. – P. 1–15. https://doi.org/10.1007/s10765-020-02671-2  

24. Reggab K. Approximate resolutions of the Schrödinger theory applying the WKB approximation for certain diatomic 
molecular interactions // Journal of Molecular Modeling. – 2024. – Vol. 30. – No. 10. – P. 358. https://doi.org/10.1007/s00894-024-
06143-4  

25. Inyang E.P., William E.S., Ntibi J.E., Obu J.A., Iwuji P.C., Inyang E.P. Approximate Solutions of the Schrödinger Equation 
with Hulthen Plus Screened Kratzer Potential Using the Nikiforov-Uvarov-Functional Analysis Method: An Application to Diatomic 
Molecules // Canadian Journal of Physics. – 2022. – Vol. 100. – No. 10. https://doi.org/10.1139/cjp-2022-0030 

 
 
Information about authors: 
Etido P. Inyang – PhD, Lecturer at the Department of Physics, National Open University of Nigeria (Jabi-Abuja, Nigeria), e-

mail: etidophysics@gmail.com , einyang@noun.edu.ng  
Christopher C. Ekechukwu, MSc – Lecturer at the Department of Physics, University of Calabar, (Calabar, Nigeria), e-mail: 

ekehmore@gmail.com  
Iheke M. Nwachukwu – PhD, Lecturer at the Department of Physics, National Open University of Nigeria (Jabi-Abuja,Nigeria), 

e-mail: inwachukwu@noun.edu.ng  
Edet A. Thompson – PhD, Lecturer at the Department of Physics, University of Calabar (Calabar, Nigeria), e-mail: 

edyythompson@gmail.com  
Eddy S. William – PhD, Lecturer at the Department of Physics, School of Pure and Applied Sciences, Federal University of 

Technology (Ikot Abasi, Nigeria), e-mail: williameddyphysics@gmail.com  
Kolawole M. Lawal – PhD, Lecturer at the Department of Physics, National Open University of Nigeria (Jabi-Abuja,Nigeria), 

e-mail: kmlawal@noun.edu.ng  
 

Received October 4, 2024;  
received in revised form March 13, 2025;  

accepted April 6, 2025 
 
 
 
 



37

E.P. Inyang et al.                                                                                              Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 27-37

and molecular physics, enabling advancements in 
field-tunable molecular systems for quantum 
sensors, quantum information processing, and 
advanced material design. Future research could 
extend these methods to more complex molecular 
systems and investigate the effects of diverse 
external field configurations. 

Acknowledgements. Dr E. P. Inyang, Dr I. M. 
Nwachukwu and Prof. K. M. Lawal would like to 
thank the National Open University of Nigeria for 
the award of the 2024 Senate Research Grant. The 
research was carried out under the National Open 
University of Nigeria 2024 Senate Research Grant: 
NOUN/DRA/SRG/AW/045. 

References 

1. Thompson E. A., Inyang E. P., William E. S. Analytical determination of the non-relativistic quantum mechanical properties
of near doubly magic nuclei // Physical Sciences and Technology. -2021. -Vol. 8. -No.3-4. -P. 10-21. 
https://doi.org/10.26577/phst.2021.v8.i2.02  

2. Inyang E.P., Obisung E.O., Amajama J., Bassey D.E., William E.S., Okon I.B. The effect of topological defect on the mass
spectra of heavy and heavy-light quarkonia // Eurasian Physical Technical Journal. – 2022. – Vol. 19. – No. 4. – P. 78–87. 
https://doi.org/10.31489/2022No4/78-87 

3. Nwabuzor P., Edet C., Ikot A.N., Okorie U., Ramantswana M., Horchani R., Abdel-Aty A., Rampho G. Analyzing the effects
of topological defect (TD) on the energy spectra and thermal properties of LiH, TiC and I₂ diatomic molecules // Entropy. – 2021. – 
Vol. 23. – No. 8. – P. 1060. https://doi.org/10.3390/e23081060 

4. Eyube E.S., Yusuf I., Omugbe E., Makasson C.R., Onate C.A., Mohammed B.D., Balami B.Y., Tahir A.M. Energy spectrum
and magnetic susceptibility of the improved Pöschl-Teller potential // Physica B: Condensed Matter. – 2024. – Vol. 694. – P. 416483. 
https://doi.org/10.1016/j.physb.2024.416483  

5. Allosh M., Mustafa Y., Ahmed N.K., Mustafa A.S. Ground and excited state mass spectra and properties of heavy-light
mesons // Few-Body Systems. – 2021. – Vol. 62. – P. 26. https://doi.org/10.1007/s00601-021-01608-1 

6. Mutuk H. Cornell Potential: A neural network approach // Advances in High Energy Physics. – 2019. – Vol. 2019. – P.
3105373. https://doi.org/10.1155/2019/3105373 

7. Kumar R., Singh R.M., Bhahardivaj S.B., Rani R., Chand F. Analytical solutions to the Schrödinger equation for generalized
cornell potential and its application to diatomic molecules and heavy mesons // Modern Physics Letters A. – 2022. – Vol. 37. – P. 
2250010. https://doi.org/10.1142/S0217732322500109 

8. Kharusi A.I., Omama, Horchani R., Ikot A. Non-relativistic and relativistic energy of molecules in external fields with time-
dependent moving boundaries // The European Physical Journal Plus. – 2024. – Vol. 139. – No. 9. – P. 818. 
https://doi.org/10.1140/epjp/s13360-024-05603-3 

9. Abu-Shady M., Inyang E.P. Heavy-light meson masses in the framework of trigonometric Rosen-Morse potential using the
generalized fractional derivative // East European Journal of Physics. – 2022. – Vol. 4. – P. 80–87. https://doi.org/10.26565/2312-
4334-2022-4-06 

10.Ikot A.N., Okorie U.S., Amadi P.O., Edet C.O., Rampho G.J., Sever R. The Nikiforov-Uvarov–functional analysis (NUFA)
method: A new approach for solving exponential-type potentials // Few-Body Systems. – 2021. – Vol. 62. – P. 9. 
https://doi.org/10.1007/s00601-021-021-01593-5 

11.Edet C.O., Osang J.E., Ali N., Agbo E.P., Aljunid S.A., Endut R., et al. Non-relativistic energy spectra of the modified
Hylleraas potential and its thermodynamic properties in arbitrary dimensions // Quantum Reports. – 2022. – Vol. 4. – No. 3. – P. 
238–250. https://doi.org/10.3390/quantum4030016 

12.Ikot A.N., Awoga O.A., Antia A.D. Bound state solutions of d–dimensional Schrödinger equation with Eckart potential plus
modified deformed Hylleraas potential // Chinese Physics B. – 2013. – Vol. 22. – No. 2. – P. 304-324. 

13.Ikot A.N. Solution of Dirac equation with generalised Hylleraas potential // Communications in Theoretical Physics. – 2013.
– Vol. 59. – No. 3. – P. 268–272. https://doi.org/10.1088/0253-6102/59/3/04

14. Onyeaju M.C., Ikot A.N., Onate C.A., Ebomwonyi O., Udoh M.E., Idiodi J.O. Approximate bound state solutions of the
Dirac equation with some thermodynamic properties for the deformed Hylleraas plus deformed Woods-Saxon potential // The 
European Physical Journal Plus. – 2017. – Vol. 132. – P. 302. https://doi.org/10.1140/epjp/i2017-11573-x  

15.Karayer H. Study of the radial Schrödinger equation with external magnetic and AB flux fields by the extended Nikiforov–
Uvarov method // The European Physical Journal Plus. – 2020. – Vol. 135. – No. 1. – P. 1–10. https://doi.org/10.1140/epjp/s13360-
020-00131-2

16. Antonakos C., Terzis A.F. Aharonov–Bohm effect as a diffusion phenomenon // Foundations of Physics. – 2024. – Vol. 54.
– No. 4. – P. 53. https://doi.org/10.48550/arXiv.2307.06683

17.Edet C.O., Ikot A.N., Okorie U.S., Rampho G.J., Ramantswana M., Horchani R., et al. Persistent сurrent, magnetic
susceptibility and thermal properties for a class of Yukawa potential in the presence of external magnetic and Aharonov–Bohm fields 
// International Journal of Thermophysics. – 2021. – Vol. 42. – P. 138. 

18.Horchani R., Al-Aamri H., Al-Kindi N., Ikot A.N., Okorie U.S., Rampho G.J., Jelassi H. Energy Spectra and Magnetic
Properties of Diatomic Molecules in the Presence of Magnetic and AB Fields with the Inversely Quadratic Yukawa Potential // The 
European Physical Journal D. – 2021. – Vol. 75. – No. 1. – P. 1–13. https://doi.org/10.1140/epjd/s10053-021-00038-2  

19. Ikot A.N., Rampho G.J., Edet C.O., Okorie U.S. Energy spectra and thermal properties of diatomic molecules in the presence 
of magnetic and AB field with improved Kratzer potential // Molecular Physics. – 2020. https://doi.org/10.1080/00268976.202.1821922  

20.Okorie U.S., Edet C.O., Ikot A.N., Rampho G.J., Sever R. Thermodynamic functions for diatomic molecules with modified 
Kratzer plus screened Coulomb potential // Indian Journal of Physics. – 2019. – Vol. 19. – P. 12648. https://doi.org/10.1007/
s12648-019-01670-w  

21. Greene R. L., Aldrich C. Variational wave functions for a screened Coulomb potential // Phys. Rev. A. -1976. -Vol.14. -P. 
2363. https://doi.org/10.1103/PhysRevA.14.2363  

22.Nikiforov S.K., Uvarov V.B. Special functions of mathematical physics. – Basel: Birkhäuser, 1988. 
23.Okorie U.S., Ikot A.N., Chukwuocha E.O., Onyeaju M.C., Amadi P.O., Sithole M.J., Rampho G.J. Energies spectra and 

thermodynamic properties of hyperbolic Pöschl–Teller potential (HPTP) model // International Journal of Thermophysics. – 2020. – 
Vol. 41. – P. 1–15. https://doi.org/10.1007/s10765-020-02671-2  

24.Reggab K. Approximate resolutions of the Schrödinger theory applying the WKB approximation for certain diatomic molecular 
interactions // Journal of Molecular Modeling. – 2024. – Vol. 30. – No. 10. – P. 358. https://doi.org/10.1007/s00894-024-06143-4  

25.Inyang E.P., William E.S., Ntibi J.E., Obu J.A., Iwuji P.C., Inyang E.P. Approximate Solutions of the Schrödinger Equation 
with Hulthen Plus Screened Kratzer Potential Using the Nikiforov-Uvarov-Functional Analysis Method: An Application to Diatomic 
Molecules // Canadian Journal of Physics. – 2022. – Vol. 100. – No. 10. https://doi.org/10.1139/cjp-2022-0030 

Information about authors: 
Etido P. Inyang, PhD is a Lecturer at the Department of Physics, National Open University of Nigeria (Jabi-Abuja, Nigeria), 

email: etidophysics@gmail.com , einyang@noun.edu.ng  
Christopher C. Ekechukwu, MSc is a Lecturer at the Department of Physics, University of Calabar, (Calabar, Nigeria), e-

mail: ekehmore@gmail.com  
Iheke M. Nwachukwu, PhD is a Lecturer at the Department of Physics, National Open University of Nigeria (Jabi-

Abuja,Nigeria), e-mail: inwachukwu@noun.edu.ng  
Edet A. Thompson, PhD is a Lecturer at the Department of Physics, University of Calabar (Calabar, Nigeria), e-

mail: edyythompson@gmail.com  
Eddy S. William, PhD is a Lecturer at the Department of Physics, School of Pure and Applied Sciences, Federal University 

of Technology (Ikot Abasi, Nigeria), e-mail: williameddyphysics@gmail.com  
Kolawole M. Lawal, PhD is a Lecturer at the Department of Physics, National Open University of Nigeria (Jabi-

Abuja,Nigeria), e-mail: kmlawal@noun.edu.ng 

Received October 4, 2024;  
received in revised form March 13, 2025;  

accepted April 6, 2025 



38

Physical Sciences and Technology. Vol. 12 (No. 1-2), 2025: 38-44

IRSTI 41.21.05; 37.21.02            https://doi.org/10.26577/phst20251214

Solar magnetic activity and its terrestrial 
 impact through correlations with drought indices

A. Sarsembayeva1* , L. Ryssaliyeva 1 ,  

F. Belissarova1  and A. Sarsembay2

1Al-Farabi Kazakh National University, Almaty, Kazakhstan
2CSI «Kyzylorda Regional Educational Center (Methodological Office)»

of the Department of Education of Kyzylorda Region, Kyzylorda, Kazakhstan
*e-mail: sarsembaeva.a@kaznu.kz 

(Received April 5, 2025; received in revised form May 17, 2025; accepted May 26, 2025)

Solar activity manifests itself in the form of sunspots on the solar surface and solar flares, which can influ-
ence Earth’s climatic conditions, including drought in mid-latitude regions. This study examines the impact 
of solar flares on drought conditions in Northern Kazakhstan and analyzes the relationship between solar 
activity parameters and drought indices. Twelve solar flares of classes X and M recorded in 2014 were ana-
lyzed using multi-wavelength data from SDO/AIA, GOES, and HMI/SOLIS magnetograms. Key physical 
parameters of the flares were determined, including duration, spatial scale, and magnetic reconnection rate. 
The reconnection rates ranged from 10⁻⁴ to 10⁻³ and showed an inverse dependence on the GOES classifica-
tion, consistent with the Petschek reconnection theory. Additionally, correlation links were investigated be-
tween solar activity indices (WSN, SSN), atmospheric oscillations (NAO, AO), and drought indices (SPI3, 
HTC). Significant strong correlations were established: between WSN and NAO (r = 0.63), NAO and SPI3 
(r = 0.70), as well as a strong negative correlation between SSN and HTC (r = –0.66), indicating a potential 
connection between solar activity and drought formation in temperate regions. 

Key words: solar flares, magnetic reconnection, sunspot activity, drought indices, atmospheric oscillations.
PACS number(s): 96.60.−j; 96.60.Iv; 96.60.qe.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 Introduction 
 
Solar activity plays a crucial role in driving 

dynamic processes within the solar atmosphere and 
throughout the heliosphere, exerting measurable 
influence on the Earth's magnetosphere, ionosphere, 
and atmospheric systems [1]. Among the most 
energetic manifestations of solar activity are solar 
flares – sudden, intense releases of energy across the 
entire electromagnetic spectrum. These events are 
accompanied by bursts of X-rays, ultraviolet 
radiation, and radio waves, reflecting the rapid 
acceleration of charged particles and the presence of 
high-temperature plasma. The primary mechanism 
responsible for such rapid energy release is 
magnetic reconnection, which occurs in regions of 
strongly sheared or oppositely directed magnetic 
fields in the solar corona [2-3]. 

Solar flares are well known for their impact on 
space weather conditions, including transient 
increases in high-energy particle fluxes, cosmic ray 
modulation, and the intensification of the solar 

wind. These phenomena lead to compression of the 
Earth’s magnetosphere, often resulting in 
geomagnetic storms with an observed delay of 
approximately 36 hours after the flare event. 
Observational data from missions such as SOHO, 
STEREO, and the Solar Dynamics Observatory 
(SDO) have enabled high-resolution, multi-
wavelength imaging of these events, allowing 
detailed reconstruction of their physical parameters. 
Nevertheless, the volume and cadence of full-disk, 
high-temporal-resolution imagery present 
computational challenges for data access and 
processing [4]. 

In this study, we analyze 12 major X- and M-
class solar flares recorded between January 2014 
and December 2024, employing multi-wavelength 
imaging from AIA/SDO and magnetograms from 
HMI, SOLIS, and GOES. We estimate key physical 
properties of these flares – including duration, 
spatial scale, magnetic flux density, and 
reconnection rate – to characterize the flare 
energetics and reconnection dynamics. Our results 

 

reveal notable trends, including a broader size 
distribution for weaker GOES classes, a lower 
threshold in magnetic flux density that depends on 
flare class, and a decreasing reconnection rate with 
increasing flare magnitude. Calculated inflow 
velocities range from a few to several tens of 
kilometers per second, while estimated coronal 
Alfvén velocity fall within the 10³–10⁴ km/s range, 
yielding dimensionless reconnection rates on the 
order of 10⁻³ – consistent with theoretical 
predictions from fast reconnection models. 

Beyond the immediate impacts on the near-
Earth environment, long-term solar variability, as 
indexed by sunspot numbers such as SSN, WSN, 
and GSN, is increasingly recognized as a potential 
driver of terrestrial climate modulation. These 
indices follow an approximate 11-year solar cycle 
[5-6] and have been statistically associated with 
cyclic variations in surface temperature, 
precipitation, and large-scale atmospheric 
oscillations. Although the overall variation in total 
solar irradiance is small (~0.04%), the resulting 
changes in upper atmospheric dynamics – 
particularly through enhanced UV radiation and 
stratospheric heating – can significantly influence 
tropospheric circulation patterns. Empirical studies 
have linked solar activity to modulations in the El 
Niño–Southern Oscillation (ENSO), Arctic 
Oscillation (AO), and North Atlantic Oscillation 
(NAO), which serve as critical regulators of climate 
variability, particularly in the Northern Hemisphere 
[7-9]. 

However, the climatic response to solar forcing 
is region-dependent and often non-linear. In West 
Africa, for instance, positive correlations between 
solar activity and both temperature and precipitation 
have been reported, particularly during solar 
minima, often resulting in intensified heat extremes 
[10-11]. Similarly, studies in India have identified 
links between solar cycles and monsoonal 
variability [12-13]. In contrast, regions such as East 
Africa, the United States, and Saudi Arabia show 
weaker or statistically insignificant correlations [14-
15], potentially due to hemispheric asymmetry in 
sunspot distribution and flare emergence [16]. 

Given these complexities, the current study 
takes an interdisciplinary approach, bridging solar 
physics and atmospheric science to investigate the 
impact of solar magnetic activity and flare energy 
release on regional drought conditions. Specifically, 
we explore how flare-scale parameters – such as 
reconnection rate and spatial scale – correlate with 

climate indicators including the Standardized 
Precipitation Index (SPI3) and the Selyaninov 
Hydrothermal Coefficient (HTC), using data from 
Northern Kazakhstan, a region highly vulnerable to 
agricultural drought. We further examine the role of 
atmospheric teleconnections such as NAO and AO, 
which may act as intermediaries in the solar–climate 
interaction. 

 
2 Data analysis 
 
The energy released during a solar flare can be 

attributed to the magnetic energy stored in the solar 
corona, which is generally expressed as a function 
of the flare’s characteristic spatial scale and the 
magnetic flux density present in the active region 
[17]. 
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Since the liberated magnetic energy corresponds 

to the energy transported into the magnetic 
reconnection region, the rate of energy release can 
be formulated based on the inflow velocity of 
plasma into this region [18-20]. 

 
�𝑑𝑑𝑑𝑑𝐸𝐸𝐸𝐸𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡
�~2 𝐵𝐵𝐵𝐵𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2

4𝜋𝜋𝜋𝜋
𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿𝐿𝐿2

                    
(2) 

 
 
Accordingly, the duration required for this 

inflow to supply the total energy released by the 
flare provides an estimate of the flare’s 
characteristic timescale.  
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This relationship allows for the determination of 

the plasma inflow velocity using observationally 
derived timescale values. 
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To assess the reconnection process 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴 ≡
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, in 
a dimensionless framework, we must estimate the 
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(4𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋)1/2  in the inflow region, 
which depends on the coronal magnetic field 
strength and plasma density. Therefore, by 
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1 Introduction 
 
Solar activity plays a crucial role in driving 

dynamic processes within the solar atmosphere and 
throughout the heliosphere, exerting measurable 
influence on the Earth's magnetosphere, ionosphere, 
and atmospheric systems [1]. Among the most 
energetic manifestations of solar activity are solar 
flares – sudden, intense releases of energy across the 
entire electromagnetic spectrum. These events are 
accompanied by bursts of X-rays, ultraviolet 
radiation, and radio waves, reflecting the rapid 
acceleration of charged particles and the presence of 
high-temperature plasma. The primary mechanism 
responsible for such rapid energy release is 
magnetic reconnection, which occurs in regions of 
strongly sheared or oppositely directed magnetic 
fields in the solar corona [2-3]. 

Solar flares are well known for their impact on 
space weather conditions, including transient 
increases in high-energy particle fluxes, cosmic ray 
modulation, and the intensification of the solar 

wind. These phenomena lead to compression of the 
Earth’s magnetosphere, often resulting in 
geomagnetic storms with an observed delay of 
approximately 36 hours after the flare event. 
Observational data from missions such as SOHO, 
STEREO, and the Solar Dynamics Observatory 
(SDO) have enabled high-resolution, multi-
wavelength imaging of these events, allowing 
detailed reconstruction of their physical parameters. 
Nevertheless, the volume and cadence of full-disk, 
high-temporal-resolution imagery present 
computational challenges for data access and 
processing [4]. 

In this study, we analyze 12 major X- and M-
class solar flares recorded between January 2014 
and December 2024, employing multi-wavelength 
imaging from AIA/SDO and magnetograms from 
HMI, SOLIS, and GOES. We estimate key physical 
properties of these flares – including duration, 
spatial scale, magnetic flux density, and 
reconnection rate – to characterize the flare 
energetics and reconnection dynamics. Our results 

 

reveal notable trends, including a broader size 
distribution for weaker GOES classes, a lower 
threshold in magnetic flux density that depends on 
flare class, and a decreasing reconnection rate with 
increasing flare magnitude. Calculated inflow 
velocities range from a few to several tens of 
kilometers per second, while estimated coronal 
Alfvén velocity fall within the 10³–10⁴ km/s range, 
yielding dimensionless reconnection rates on the 
order of 10⁻³ – consistent with theoretical 
predictions from fast reconnection models. 

Beyond the immediate impacts on the near-
Earth environment, long-term solar variability, as 
indexed by sunspot numbers such as SSN, WSN, 
and GSN, is increasingly recognized as a potential 
driver of terrestrial climate modulation. These 
indices follow an approximate 11-year solar cycle 
[5-6] and have been statistically associated with 
cyclic variations in surface temperature, 
precipitation, and large-scale atmospheric 
oscillations. Although the overall variation in total 
solar irradiance is small (~0.04%), the resulting 
changes in upper atmospheric dynamics – 
particularly through enhanced UV radiation and 
stratospheric heating – can significantly influence 
tropospheric circulation patterns. Empirical studies 
have linked solar activity to modulations in the El 
Niño–Southern Oscillation (ENSO), Arctic 
Oscillation (AO), and North Atlantic Oscillation 
(NAO), which serve as critical regulators of climate 
variability, particularly in the Northern Hemisphere 
[7-9]. 

However, the climatic response to solar forcing 
is region-dependent and often non-linear. In West 
Africa, for instance, positive correlations between 
solar activity and both temperature and precipitation 
have been reported, particularly during solar 
minima, often resulting in intensified heat extremes 
[10-11]. Similarly, studies in India have identified 
links between solar cycles and monsoonal 
variability [12-13]. In contrast, regions such as East 
Africa, the United States, and Saudi Arabia show 
weaker or statistically insignificant correlations [14-
15], potentially due to hemispheric asymmetry in 
sunspot distribution and flare emergence [16]. 

Given these complexities, the current study 
takes an interdisciplinary approach, bridging solar 
physics and atmospheric science to investigate the 
impact of solar magnetic activity and flare energy 
release on regional drought conditions. Specifically, 
we explore how flare-scale parameters – such as 
reconnection rate and spatial scale – correlate with 

climate indicators including the Standardized 
Precipitation Index (SPI3) and the Selyaninov 
Hydrothermal Coefficient (HTC), using data from 
Northern Kazakhstan, a region highly vulnerable to 
agricultural drought. We further examine the role of 
atmospheric teleconnections such as NAO and AO, 
which may act as intermediaries in the solar–climate 
interaction. 

 
2 Data analysis 
 
The energy released during a solar flare can be 

attributed to the magnetic energy stored in the solar 
corona, which is generally expressed as a function 
of the flare’s characteristic spatial scale and the 
magnetic flux density present in the active region 
[17]. 
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magnetic field strength, and flare duration 𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, it 
becomes possible to compute key physical 
parameters: the plasma inflow velocity 𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , the 
Alfvén velocity 𝑉𝑉𝑉𝑉𝐴𝐴𝐴𝐴, and the corresponding magnetic 
reconnection rate 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴 [21-22].  

Observational data for this analysis is provided 
in near real-time by the Geostationary Operational 
Environmental Satellites (GOES), which monitor 
solar flares and associated energetic particles. In 
particular, data from GOES-13, GOES-14, and 
GOES-15 were used to track X-ray flux variations 
during flare events. 

Beyond solar flare diagnostics, this study also 
investigates the climatic impact of solar activity on 
regional drought in Northern Kazakhstan – a region 
of significant agricultural importance and sensitivity 
to climate variability. In particular, drought events 
pose a major threat to wheat production, with losses 
reaching up to 50% in dry years and leading to 
substantial economic damage. 

Meteorological data for the year 2014 were 
obtained from the Republican State Enterprise 
"Kazhydromet", under the Ministry of Ecology and 
Natural Resources. These data include monthly total 
precipitation and daily mean air temperature from 
11 ground-based weather stations across the North 
Kazakhstan region. Based on these inputs, two 
drought indices were computed: the Standardized 
Precipitation Index (SPI) and the Selyaninov 
Hydrothermal Coefficient (HTC). 

The SPI is a globally recognized index recom-
mended by the World Meteorological Organization 
(WMO). It is based solely on precipitation and is 
suitable for assessing drought over various time 
scales. SPI is calculated by fitting precipitation data 
to a gamma distribution, which is then transformed 
into a normal distribution. Positive SPI values 
indicate wetter-than-average conditions, while 
negative values reflect meteorological drought [23]. 

The Selyaninov Hydrothermal Coefficient 
(HTC) is commonly used in agricultural climatology 
to assess moisture availability. It is defined as: 
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where: 𝑡𝑡𝑡𝑡 is the sum of average daily air temperatures 
during the period when air temperatures are above 
+10 °C, and 𝑅𝑅𝑅𝑅 is the total precipitation during the 
same period, in mm [24]. 

Additionally, the North Atlantic Oscillation 
(NAO) and Arctic Oscillation (AO) indices were in-
corporated to assess atmospheric circulation in-
fluences. NAO data were retrieved from the Natio-
nal Centers for Environmental Information (NCEI) 
under NOAA, while AO data were obtained from 
the Physical Sciences Laboratory (PSL) of NOAA’s 
Earth System Research Laboratories [25-26]. 

By integrating solar flare diagnostics with 
regional drought indices and large-scale atmosp-
heric oscillation data, we aim to quantify the extent 
to which solar magnetic activity and flare dynamics 
may influence terrestrial climate variability and 
drought risk across continental mid-latitudes. 

 
3 Results 
 
This study integrates solar flare diagnostics with 

atmospheric circulation and drought indices to 
investigate the potential solar-terrestrial coupling 
mechanisms influencing regional hydrometeo-
rological variability in Northern Kazakhstan. We 
present results from two complementary domains: 
(1) the physical characterization of solar flares 
based on reconnection dynamics and flare mor-
phology, and (2) the statistical correlation between 
solar activity indices and atmospheric/drought 
indicators throughout the year 2014. 
 

  
Figure 1 – Physical parameters of each flare plotted against the GOES class (a); Timescale . Size L (b) 

 

  
 

Figure 2 – Timescale  plotted against L (a); Reconnection rate  plotted against GOES class (b) 
 
 
3.1. Physical parameters of solar flares 
In this study, we analyzed 12 major X- and M-

class solar flares observed during the year 2014 to 
investigate the physical parameters governing 
energy release through magnetic reconnection. 
Using multi-wavelength observations and 
magnetogram data, we derived flare timescales 
(𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙), characteristic sizes (L), reconnection rates 
(𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴), and compared these parameters with GOES 
peak X-ray flux to explore physical trends and 
potential scaling relations. 

 
3.1.1 Flare duration vs. GOES сlass 
Fig. 1a displays the relationship between the 

flare timescale (𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ) and the GOES class on a 
log-log scale. The flare durations range from 
approximately 500 to 2000 seconds. The scatter plot 
shows a weak inverse trend, suggesting that higher 
GOES-class flares tend to have slightly shorter 
durations, while weaker flares exhibit a broader 
range of timescales (Fig.1a). 

 
3.1.2 Flare size vs. GOES сlass 
In Fig. 1b, the characteristic spatial size of the 

flare loops (L) is plotted against the GOES class. 
Flare sizes range from ~1.3×10⁹ cm to 3.8×10⁹ cm. 
The results reveal a weak inverse relationship, 
where stronger flares (higher GOES class) are 
associated with slightly smaller-scale structures. 
While larger flares can occur across a range of 
GOES classes, the most compact events are 
concentrated in the higher flux range (Fig.1b). 

 
3.1.3 Flare size vs. timescale 
Fig. 2a examines the correlation between flare 

size (L) and flare duration (𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙). A moderate  

positive trend is observed: flares with larger spatial 
dimensions tend to last longer, supporting 
reconnection-based scaling laws such as 𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ∝
𝐿𝐿𝐿𝐿
𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

. This suggests that in larger coronal structures, 
the reconnection process operates over extended 
timescales, likely due to slower inflow or extended 
energy release regions (Fig.2a). 

 
3.1.4 Reconnection rate vs. GOES class 
Fig. 2b presents the distribution of the magnetic 

reconnection rate (𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴 ) versus GOES class. The 
reconnection rates, calculated from inflow velocity 
and Alfvén velocity, lie within the range (10⁻⁴ to 
10⁻³) (Fig.2a). A slight downward trend is evident, 
indicating that higher GOES-class flares tend to 
occur with lower normalized reconnection rates. 
This suggests that the intense energy output of 
strong flares may not necessarily stem from faster 
reconnection, but from larger magnetic flux density 
or more efficient energy conversion in smaller 
volumes. All reconnection rates fall within one 
order of magnitude of the theoretical limit predicted 
by the Petschek model, affirming the fast 
reconnection regime observed in the solar corona. 

 
3.2 Solar activity and atmospheric/drought 

variability 
Time series data for 2014 demonstrate that solar 

activity indices such as the Wolf Sunspot Number 
(WSN) and Sunspot Number (SSN) exhibited 
moderate variability, with WSN ranging between 80 
and 120, and SSN between 100 and 140. As shown 
in Figure 4, atmospheric indices NAO and AO 
displayed significant seasonal dynamics. NAO 
declined from +0.8 in February to –0.97 in June, 
followed by sharp oscillations from –1.68 in August 
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magnetic field strength, and flare duration 𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, it 
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Observational data for this analysis is provided 
in near real-time by the Geostationary Operational 
Environmental Satellites (GOES), which monitor 
solar flares and associated energetic particles. In 
particular, data from GOES-13, GOES-14, and 
GOES-15 were used to track X-ray flux variations 
during flare events. 

Beyond solar flare diagnostics, this study also 
investigates the climatic impact of solar activity on 
regional drought in Northern Kazakhstan – a region 
of significant agricultural importance and sensitivity 
to climate variability. In particular, drought events 
pose a major threat to wheat production, with losses 
reaching up to 50% in dry years and leading to 
substantial economic damage. 

Meteorological data for the year 2014 were 
obtained from the Republican State Enterprise 
"Kazhydromet", under the Ministry of Ecology and 
Natural Resources. These data include monthly total 
precipitation and daily mean air temperature from 
11 ground-based weather stations across the North 
Kazakhstan region. Based on these inputs, two 
drought indices were computed: the Standardized 
Precipitation Index (SPI) and the Selyaninov 
Hydrothermal Coefficient (HTC). 

The SPI is a globally recognized index recom-
mended by the World Meteorological Organization 
(WMO). It is based solely on precipitation and is 
suitable for assessing drought over various time 
scales. SPI is calculated by fitting precipitation data 
to a gamma distribution, which is then transformed 
into a normal distribution. Positive SPI values 
indicate wetter-than-average conditions, while 
negative values reflect meteorological drought [23]. 

The Selyaninov Hydrothermal Coefficient 
(HTC) is commonly used in agricultural climatology 
to assess moisture availability. It is defined as: 

 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 =  
∑𝑅𝑅𝑅𝑅

0.1 ∑ 𝑡𝑡𝑡𝑡
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where: 𝑡𝑡𝑡𝑡 is the sum of average daily air temperatures 
during the period when air temperatures are above 
+10 °C, and 𝑅𝑅𝑅𝑅 is the total precipitation during the 
same period, in mm [24]. 

Additionally, the North Atlantic Oscillation 
(NAO) and Arctic Oscillation (AO) indices were in-
corporated to assess atmospheric circulation in-
fluences. NAO data were retrieved from the Natio-
nal Centers for Environmental Information (NCEI) 
under NOAA, while AO data were obtained from 
the Physical Sciences Laboratory (PSL) of NOAA’s 
Earth System Research Laboratories [25-26]. 

By integrating solar flare diagnostics with 
regional drought indices and large-scale atmosp-
heric oscillation data, we aim to quantify the extent 
to which solar magnetic activity and flare dynamics 
may influence terrestrial climate variability and 
drought risk across continental mid-latitudes. 

 
3 Results 
 
This study integrates solar flare diagnostics with 

atmospheric circulation and drought indices to 
investigate the potential solar-terrestrial coupling 
mechanisms influencing regional hydrometeo-
rological variability in Northern Kazakhstan. We 
present results from two complementary domains: 
(1) the physical characterization of solar flares 
based on reconnection dynamics and flare mor-
phology, and (2) the statistical correlation between 
solar activity indices and atmospheric/drought 
indicators throughout the year 2014. 
 

  
Figure 1 – Physical parameters of each flare plotted against the GOES class (a); Timescale . Size L (b) 

 

  
 

Figure 2 – Timescale  plotted against L (a); Reconnection rate  plotted against GOES class (b) 
 
 
3.1. Physical parameters of solar flares 
In this study, we analyzed 12 major X- and M-

class solar flares observed during the year 2014 to 
investigate the physical parameters governing 
energy release through magnetic reconnection. 
Using multi-wavelength observations and 
magnetogram data, we derived flare timescales 
(𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙), characteristic sizes (L), reconnection rates 
(𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴), and compared these parameters with GOES 
peak X-ray flux to explore physical trends and 
potential scaling relations. 

 
3.1.1 Flare duration vs. GOES сlass 
Fig. 1a displays the relationship between the 

flare timescale (𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ) and the GOES class on a 
log-log scale. The flare durations range from 
approximately 500 to 2000 seconds. The scatter plot 
shows a weak inverse trend, suggesting that higher 
GOES-class flares tend to have slightly shorter 
durations, while weaker flares exhibit a broader 
range of timescales (Fig.1a). 

 
3.1.2 Flare size vs. GOES сlass 
In Fig. 1b, the characteristic spatial size of the 

flare loops (L) is plotted against the GOES class. 
Flare sizes range from ~1.3×10⁹ cm to 3.8×10⁹ cm. 
The results reveal a weak inverse relationship, 
where stronger flares (higher GOES class) are 
associated with slightly smaller-scale structures. 
While larger flares can occur across a range of 
GOES classes, the most compact events are 
concentrated in the higher flux range (Fig.1b). 

 
3.1.3 Flare size vs. timescale 
Fig. 2a examines the correlation between flare 

size (L) and flare duration (𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙). A moderate  

positive trend is observed: flares with larger spatial 
dimensions tend to last longer, supporting 
reconnection-based scaling laws such as 𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ∝
𝐿𝐿𝐿𝐿
𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

. This suggests that in larger coronal structures, 
the reconnection process operates over extended 
timescales, likely due to slower inflow or extended 
energy release regions (Fig.2a). 

 
3.1.4 Reconnection rate vs. GOES class 
Fig. 2b presents the distribution of the magnetic 

reconnection rate (𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴 ) versus GOES class. The 
reconnection rates, calculated from inflow velocity 
and Alfvén velocity, lie within the range (10⁻⁴ to 
10⁻³) (Fig.2a). A slight downward trend is evident, 
indicating that higher GOES-class flares tend to 
occur with lower normalized reconnection rates. 
This suggests that the intense energy output of 
strong flares may not necessarily stem from faster 
reconnection, but from larger magnetic flux density 
or more efficient energy conversion in smaller 
volumes. All reconnection rates fall within one 
order of magnitude of the theoretical limit predicted 
by the Petschek model, affirming the fast 
reconnection regime observed in the solar corona. 

 
3.2 Solar activity and atmospheric/drought 

variability 
Time series data for 2014 demonstrate that solar 

activity indices such as the Wolf Sunspot Number 
(WSN) and Sunspot Number (SSN) exhibited 
moderate variability, with WSN ranging between 80 
and 120, and SSN between 100 and 140. As shown 
in Figure 4, atmospheric indices NAO and AO 
displayed significant seasonal dynamics. NAO 
declined from +0.8 in February to –0.97 in June, 
followed by sharp oscillations from –1.68 in August 
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to +2.0 in December. Similarly, AO showed a drop 
from +1.21 in March to –1.13 in October. 

Correlation analysis revealed a moderately 
strong positive correlation between WSN and NAO 
(r = 0.63 at zero lag; r = 0.43 at two-month lag), 
suggesting that solar variability may influence mid-
latitude circulation patterns both immediately and 
with short delay. The SPI3 drought index, which 
showed a strong correlation with NAO (r = 0.70), 
mirrored this variability – indicating drought 
intensification from March to June, followed by a 
recovery phase toward the end of the year. 
Furthermore, a moderately strong correlation 

between WSN and SPI3 (r = 0.57) supports the 
hypothesis that solar activity, directly or indirectly, 
modulates regional drought conditions. 

In parallel, the Hydrothermal Coefficient (HTC) 
showed a strong negative correlation with AO  
(r = –0.75), and AO itself correlated positively with 
SSN (r = 0.51), suggesting a solar-mediated 
influence on Arctic atmospheric patterns. 
Additionally, a strong negative correlation between 
SSN and HTC (r = –0.66) was observed, reinforcing 
the link between increased solar activity and 
suppressed precipitation in the mid-latitude 
continental region. 

 
 

  
 

Figure 3 – Time variation of: WSN, SPI3, NAO 
 

Figure 4 – Time variation of: SSN, HTC, AO 
   

 
Figures 3 and 4 illustrate the temporal evolution 

of solar activity, atmospheric circulation indices, 
and drought indicators. Throughout 2014, the Wolf 
Sunspot Number (WSN) fluctuated between 80 and 
120. The North Atlantic Oscillation (NAO) index 
declined steadily from February to June, reaching –
0.97, and showed sharp variability during the 
summer, ranging from –1.68 in August to +2.0 in 
September and December. The SPI3 drought index, 
which exhibits a strong correlation with NAO (r = 
0.70), indicated progressive drought intensification 
from March to June, followed by a trend toward 
wetter conditions by the end of the year. 

Correlation analysis revealed a consistent and 
moderately strong positive relationship between 
WSN and NAO, with a maximum correlation 
coefficient of r = 0.63 at zero lag, decreasing to r = 
0.43 with a two-month lag. Additionally, a 
moderately strong positive correlation between 
WSN and SPI3 was identified (r = 0.57), suggesting 
a potential solar influence on short-term 
hydrometeorological variability. 

As shown in Figure 4, sunspot numbers (SSN) 
ranged between 100 and 140. The Arctic Oscillation 
(AO) index displayed significant seasonal 
variability, increasing from +1.21 in March to a 
minimum of –1.13 in October. The Hydrothermal 
Coefficient (HTC), which is strongly negatively 
correlated with AO (r = –0.75), showed persistently 
dry conditions from April to October. Correlation 
analysis revealed a moderately strong positive 
relationship between SSN and AO (r = 0.51) within 
a one-month lag. Furthermore, a strong negative 
correlation between SSN and HTC (r = –0.66) was 
established, indicating that elevated solar activity 
may be associated with increased meteorological 
drought conditions in mid-latitudes. 

  
4 Conclusion 

 
This study provides a comprehensive 

investigation into the solar-terrestrial connection by 
integrating detailed physical analysis of solar flare 
dynamics with regional atmospheric and 
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hydrometeorological responses. From the solar 
physics perspective, we estimated the physical 
parameters of 12 X- and M-class solar flares 
observed between January and December 2014, 
focusing on energy release rates and reconnection 
dynamics. The calculated reconnection rates ranged 
from 10⁻⁴ to 10⁻³, and exhibited an inverse 
relationship with GOES flare class. These results are 
consistent with the theoretical predictions of the 
Petschek reconnection model, supporting the 
validity of magnetic reconnection as the dominant 
mechanism behind flare energy release. The energy 
output, derived from multi-wavelength observations, 
provides an important physical basis for quantifying 
solar forcing in Earth’s upper atmosphere. 

On the meteorological side, the findings 
highlight a coherent and statistically significant link 
between solar activity and large-scale atmospheric 
oscillations. A moderately strong correlation 
between WSN and NAO (r = 0.63 at zero lag; r = 
0.43 at a two-month lag) suggests both immediate 
and delayed influences of solar variability – likely 
mediated through UV-induced stratospheric heating 
and subsequent modulation of planetary wave 
dynamics. These oscillatory responses appear to 
cascade into regional hydrometeorological effects, 
as evidenced by a strong positive correlation 
between NAO and SPI3 (r = 0.70), indicating that 
the positive phase of NAO is associated with 

increased precipitation and reduced short-term 
drought in Northern Kazakhstan. 

Importantly, the study also identifies a 
moderately strong direct relationship between solar 
activity and SPI3 (r = 0.57), further reinforcing the 
hypothesis that solar variability – particularly flare-
related energetic events – can influence regional 
drought regimes. A significant negative correlation 
between sunspot numbers and the Hydrothermal 
Coefficient (HTC) (r = -0.66) in mid-latitudes 
suggests that enhanced solar activity may 
correspond to drier conditions. This is further 
supported by a chain of correlations involving 
Arctic Oscillation (AO), where solar activity and 
AO exhibit a positive correlation (r = 0.51), and AO 
and HTC are strongly negatively correlated (r=-
0.75). These results collectively point to a multi-step 
coupling mechanism, whereby solar magnetic 
activity modulates high-latitude atmospheric 
circulation (e.g., AO), which in turn affects surface-
level climate indicators such as drought severity. 
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to +2.0 in December. Similarly, AO showed a drop 
from +1.21 in March to –1.13 in October. 

Correlation analysis revealed a moderately 
strong positive correlation between WSN and NAO 
(r = 0.63 at zero lag; r = 0.43 at two-month lag), 
suggesting that solar variability may influence mid-
latitude circulation patterns both immediately and 
with short delay. The SPI3 drought index, which 
showed a strong correlation with NAO (r = 0.70), 
mirrored this variability – indicating drought 
intensification from March to June, followed by a 
recovery phase toward the end of the year. 
Furthermore, a moderately strong correlation 

between WSN and SPI3 (r = 0.57) supports the 
hypothesis that solar activity, directly or indirectly, 
modulates regional drought conditions. 

In parallel, the Hydrothermal Coefficient (HTC) 
showed a strong negative correlation with AO  
(r = –0.75), and AO itself correlated positively with 
SSN (r = 0.51), suggesting a solar-mediated 
influence on Arctic atmospheric patterns. 
Additionally, a strong negative correlation between 
SSN and HTC (r = –0.66) was observed, reinforcing 
the link between increased solar activity and 
suppressed precipitation in the mid-latitude 
continental region. 

Figure 3 – Time variation of: WSN, SPI3, NAO Figure 4 – Time variation of: SSN, HTC, AO 

Figures 3 and 4 illustrate the temporal evolution 
of solar activity, atmospheric circulation indices, 
and drought indicators. Throughout 2014, the Wolf 
Sunspot Number (WSN) fluctuated between 80 and 
120. The North Atlantic Oscillation (NAO) index 
declined steadily from February to June, reaching –
0.97, and showed sharp variability during the 
summer, ranging from –1.68 in August to +2.0 in 
September and December. The SPI3 drought index, 
which exhibits a strong correlation with NAO (r = 
0.70), indicated progressive drought intensification 
from March to June, followed by a trend toward 
wetter conditions by the end of the year. 

Correlation analysis revealed a consistent and 
moderately strong positive relationship between 
WSN and NAO, with a maximum correlation 
coefficient of r = 0.63 at zero lag, decreasing to r = 
0.43 with a two-month lag. Additionally, a 
moderately strong positive correlation between 
WSN and SPI3 was identified (r = 0.57), suggesting 
a potential solar influence on short-term 
hydrometeorological variability. 

As shown in Figure 4, sunspot numbers (SSN) 
ranged between 100 and 140. The Arctic Oscillation 
(AO) index displayed significant seasonal 
variability, increasing from +1.21 in March to a 
minimum of –1.13 in October. The Hydrothermal 
Coefficient (HTC), which is strongly negatively 
correlated with AO (r = –0.75), showed persistently 
dry conditions from April to October. Correlation 
analysis revealed a moderately strong positive 
relationship between SSN and AO (r = 0.51) within 
a one-month lag. Furthermore, a strong negative 
correlation between SSN and HTC (r = –0.66) was 
established, indicating that elevated solar activity 
may be associated with increased meteorological 
drought conditions in mid-latitudes. 

4 Conclusion 

This study provides a comprehensive 
investigation into the solar-terrestrial connection by 
integrating detailed physical analysis of solar flare 
dynamics with regional atmospheric and 
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hydrometeorological responses. From the solar 
physics perspective, we estimated the physical 
parameters of 12 X- and M-class solar flares 
observed between January and December 2014, 
focusing on energy release rates and reconnection 
dynamics. The calculated reconnection rates ranged 
from 10⁻⁴ to 10⁻³, and exhibited an inverse 
relationship with GOES flare class. These results are 
consistent with the theoretical predictions of the 
Petschek reconnection model, supporting the 
validity of magnetic reconnection as the dominant 
mechanism behind flare energy release. The energy 
output, derived from multi-wavelength observations, 
provides an important physical basis for quantifying 
solar forcing in Earth’s upper atmosphere. 

On the meteorological side, the findings 
highlight a coherent and statistically significant link 
between solar activity and large-scale atmospheric 
oscillations. A moderately strong correlation 
between WSN and NAO (r = 0.63 at zero lag; r = 
0.43 at a two-month lag) suggests both immediate 
and delayed influences of solar variability – likely 
mediated through UV-induced stratospheric heating 
and subsequent modulation of planetary wave 
dynamics. These oscillatory responses appear to 
cascade into regional hydrometeorological effects, 
as evidenced by a strong positive correlation 
between NAO and SPI3 (r = 0.70), indicating that 
the positive phase of NAO is associated with 

increased precipitation and reduced short-term 
drought in Northern Kazakhstan. 

Importantly, the study also identifies a 
moderately strong direct relationship between solar 
activity and SPI3 (r = 0.57), further reinforcing the 
hypothesis that solar variability – particularly 
flarerelated energetic events – can influence regional 
drought regimes. A significant negative correlation 
between sunspot numbers and the Hydrothermal 
Coefficient (HTC) (r = -0.66) in mid-latitudes suggests 
that enhanced solar activity may correspond to drier 
conditions. This is further supported by a chain of 
correlations involving Arctic Oscillation (AO), where 
solar activity and AO exhibit a positive correlation (r = 
0.51), and AO and HTC are strongly negatively 
correlated (r=-0.75). These results collectively point to 
a multi-step coupling mechanism, whereby solar 
magnetic activity modulates high-latitude atmospheric 
circulation (e.g., AO), which in turn affects 
surfacelevel climate indicators such as drought 
severity. 
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1 Introduction 

Hot supergiants are stars in the late stages of 
their evolution. They can serve as standard candles 
to measure extragalactic distances and are important 
for understanding stellar evolution processes. One of 
the most effective tools for studying such objects is 
the construction of spectral energy distributions 
(SED), which allows us to accurately determine 
their physical parameters, such as the effective 
temperature (Teff), surface gravity (log(g)), and 
interstellar reddening (AV). 

The choice of this research topic is due to the 
need for a deeper understanding of the physics of 
hot supergiants. Despite significant progress in 
astronomy, their fundamental parameters remain 
poorly understood and are not well-constrained. 
Numerous studies, such as those by [1], [2] and [3], 
have made a huge contribution to the study of hot 
supergiants, but there is still a lack of 
comprehensive studies covering a wide range of 

such stars, which emphasizes the relevance of this 
project. 

Although previous spectroscopic studies pro-
vided extensive information, our application of 
comprehensive SED analysis represents a novel 
approach to further refine and validate these 
parameters. 

The aim of the present study is to use the SED 
construction method to determine the parameters of 
hot B-A supergiants. The objectives of the study 
include constructing the SED for 16 stars, analyzing 
their spectral data, and applying extrapolation and 
modeling methods to refine the values of Teff, 
log(g), and AV. Selected stars span a temperature 
range from 8 000 to 13 000 K, which provides good 
coverage of the main types of hot supergiants 
(spectral classes B and A). This makes the sample 
representative in terms of physical diversity and 
suitable for testing the method. Moreover, selected 
stars are the most interesting and intriguing ones 
investigated earlier. The SED-method was never 
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This study determines the physical parameters of B- and A-type hot supergiants through the construction 
and analysis of their spectral energy distributions (SEDs). These luminous stars are in the late stages of 
stellar evolution and are important for understanding stellar structure and the chemical evolution of galax-
ies. Although previous spectroscopic studies provided extensive information, our application of the com-
prehensive SED analysis represents a novel approach to further refine and validate these parameters. We 
refined the effective temperature Teff, surface gravity (log g), and interstellar extinction AV for a sample of 
16 supergiants using multiwavelength photometry spanning from the ultraviolet to the infrared. A dedicated 
software package written in Fortran was used to convert observed magnitudes into physical fluxes and 
compare them with synthetic photometry derived from Castelli & Kurucz model atmospheres. The optimal 
parameter set for each star was obtained by minimizing the deviations between the observed and model 
SEDs, iterating over AV values. The resulting parameters show good agreement with those published in the 
literature, confirming the reliability of our approach.

Key words: supergiants, spectral energy distribution, interstellar extinction, effective temperature, surface 
gravity.
PACS number(s): 97.20.Pm, 97.10.Ex

1 Introduction 

Hot supergiants are stars in the late stages of 
their evolution. They can serve as standard candles 
to measure extragalactic distances and are important 
for understanding stellar evolution processes. One of 
the most effective tools for studying such objects is 
the construction of spectral energy distributions 
(SED), which allows us to accurately determine 
their physical parameters, such as the effective 
temperature (Teff), surface gravity (log(g)), and 
interstellar reddening (AV). 

The choice of this research topic is due to the 
need for a deeper understanding of the physics of 
hot supergiants. Despite significant progress in 
astronomy, their fundamental parameters remain 
poorly understood and are not well-constrained. 
Numerous studies, such as those by [1], [2] and [3], 
have made a huge contribution to the study of hot 
supergiants, but there is still a lack of 
comprehensive studies covering a wide range of 

such stars, which emphasizes the relevance of this 
project. 

Although previous spectroscopic studies pro-
vided extensive information, our application of 
comprehensive SED analysis represents a novel 
approach to further refine and validate these 
parameters. 

The aim of the present study is to use the SED 
construction method to determine the parameters of 
hot B-A supergiants. The objectives of the study 
include constructing the SED for 16 stars, analyzing 
their spectral data, and applying extrapolation and 
modeling methods to refine the values of Teff, 
log(g), and AV. Selected stars span a temperature 
range from 8 000 to 13 000 K, which provides good 
coverage of the main types of hot supergiants 
(spectral classes B and A). This makes the sample 
representative in terms of physical diversity and 
suitable for testing the method. Moreover, selected 
stars are the most interesting and intriguing ones 
investigated earlier. The SED-method was never 
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used for them before, though different spectroscopic 
methods were used, so our investigation is very 
representative for this sample of objects. In addition, 
all selected stars have reliable multi-band 
photometric data, which is essential for constructing 
accurate SED. 

We will compare our derived parameters with 
previously obtained values from other studies to 
assess the accuracy and consistency of our results. 
This comparison will help to confirm the reliability 
of our methods and provide a broader context for the 
physical parameters of hot supergiants. By 
comparing our results with those from established 
studies, we aim to identify any discrepancies or 
confirm the results, thereby contributing to a more 
accurate understanding of the stellar characteristics 
of the selected supergiants. 

The methods used in this study include the use 
of modern astronomical databases and tools for ana-
lyzing observational data, such as tools for 
constructing and analyzing SEDs, as well as 
statistical methods for data processing, including 
optimization methods for fitting models. The ap-
proach proposed in the paper is based on the use of 
new data, which significantly improves the accuracy 
of determining the parameters of supergiants. 

The theoretical significance of the work lies in 
improving the methods for determining the physical 
parameters of hot supergiants and expanding know-
ledge about the processes occurring in stars at late 
stages of their evolution. The practical significance 
lies in the possibility of using the obtained data to 
refine the models of stellar evolution and applying 
the SED method to the study of other types of stars. 

 Literature review 

HD 87737. HD 87737 is classified as an A0 Ib 
supergiant and has been extensively studied to 
determine its fundamental parameters. Teff = 10 400 
± 300 K and log(g) = 2.05 ± 0.20 were reported [4]. 
Two options for the effective temperature were 
given as Teff = 9 460 / 8 920 K [5], while Teff = 9 
400 K was estimated [6]. A higher estimate of Teff 
= 10 500 K and log(g) = 2.2 was provided [7]. Teff 
was refined to 10 200 ± 370 K, with log(g) = 1.9 ± 
0.4 [8]. Teff = 9 650 ± 200 K and log(g) = 1.95 ± 
0.10 were derived based on the ionization 
equilibrium of Mg I/Mg II [9]. 

Earlier works contributed to the understanding 
of HD 87737’s parameters. Initial evaluations of 
equivalent widths of spectral lines were provided 

[10, 11], and using these values, the parameters 
were recalculated by [3], resulting in Teff = 9 500 K 
and log(g) = 1.1, and Teff = 9 300 K and log(g) = 
0.9. Then, in [3] new data was used to derive Teff = 
9 700 K and log(g) = 2.0. 

Subsequent studies reported slightly different 
values. Teff = 9 600 ± 150 K and log(g) = 2.00 ± 
0.15 were derived [12], and Teff = 9 730 K and 
log(g) = 1.97 were estimated using the MILES 
spectral library [13]. Teff = 9 820 ± 340 K and E(B–
V) = 0.053 were provided [14]. Later, Teff = 9 600
± 150 K and log(g) = 2.00 ± 0.10 were reported
[15], and Teff = 9,600 ± 200 K and log(g) = 2.05 ±
0.10 with E(B-V) = 0.02 ± 0.02 were determined
[1]. Thus, HD 87737 has been studied extensively
over the years, providing a wide range of
determined fundamental parameters.

HD 46300. HD 46300 is a supergiant, classified 
as an A0 Ib, which has been studied several times 
through years. In [5] two evaluations for the 
effective temperature are derived, Teff = 8 940 / 8 
800 K. In [4] Teff is determined to be 9 800 ± 200 
K, with log(g) = 2.15 ± 0.10. As for HD 87737, 
initial estimates provided by [10] and [11] were 
recalculated, and in the follow-up work in [3] 
obtained Teff = 9 500 K and log(g) = 1.0 for [10] 
and Teff = 9700 K and log(g) = 1.5 for [11]. Using 
her own data, [3] refined the parameters of her 
previous work to Teff = 9 700 K and log(g) = 2.1. 

The parameters were then refined by further 
studies, such as in [2], who derived Teff = 9 750 K 
and log(g) = 2.0. In [2] it is also noted that in [16] 
Teff equals 9 730 K. Then, [14] estimated Teff = 9 
800 ± 340 K and E(B-V) = 0.083. More recently, [1] 
reported Teff = 11 000 ± 200 K and log(g) = 2.15 ± 
0.10, with E(B–V) = 0.07 ± 0.02.  

BD +60 2582. BD +60 2582 is a supergiant 
classified as a B7 Iab. It was studied mainly by [1], 
who reported Teff = 11 900 ± 200 K and log(g) = 
1.85 ± 0.10 using spectroscopic data and refined 
model atmospheres. Additionally, they estimated 
E(B–V) = 0.85 ± 0.02, which nearly corresponds to 
the previous measurement by [17], who obtained an 
evaluation for the interstellar reddening AV = 2.34.  

HD 5776. HD 5776 is classified as an A2 Iab 
supergiant. [17] estimated the interstellar reddening 
as AV = 1.53. Fundamental parameters of the star 
were reported by [18], who derived Teff = 10 715 K 
based on spectroscopic analysis. Later, [2] provided 
a lower temperature estimate of Teff = 9 500 K and 
log(g) = 1.0. In this paper it is also noted that the 
estimation given by [16] is Teff = 9730. 

BD +61 153. BD +61 153 is classified as an A2 
Iab supergiant, which was not studied a lot as well. 
[17] obtained AV = 2.49. Fundamental parameters of
the star were determined by [2], who provided the
effective temperature Teff = 9 750 K and log(g) =
1.5. Moreover, in [2] the effective temperature was
noted, which was estimated by [16].

HD 161695. HD 161695 is classified as an A0 
Ib supergiant. According to the [13], it has an 
effective temperature of Teff = 9 950 K and a 
surface gravity of log(g) = 2.2. These values were 
included in MILES stellar library. 

HD 175687. HD 175687 is classified as a B9/A0 
Ib supergiant. In [3], the effective temperature for 
HD 175687 was calculated to be Teff = 9 400 K, 
with log(g) = 2.3. These parameters were obtained 
by observing hydrogen line profiles and using 
ionization equilibrium. 

HD 16778. HD 16778, classified as an A1 Ia 
supergiant, was studied by [18], who estimated its 
effective temperature Teff to be 9 550 K. This es-
timate was derived from the spectroscopic analysis. 

HD 202850. HD 202850 is classified as a B9 
Iab supergiant and was studied several times. In [19] 
determined Teff = 11 000 K and log(g) = 1.87. In 
[20] derived an estimate for the interstellar
reddening, reporting E(B–V) = 0.13, Further studies, 
such as [14], estimated Teff = 11 170 ± 450 K and 
reported E(B–V) = 0.2. In [15] and [1] consistently 
reported Teff = 10 800 ± 200 K and log(g) = 1.85 ± 
0.10, with E(B–V) values of 0.19 ± 0.02. 

HD 40589. HD 40589 is classified as an A0 Iab 
supergiant. It was studied by [21], who determined 
Teff = 12 000 and log(g) = 1.8. Later, in [14] 
estimated the effective temperature of HD 40589 to 
be Teff = 11 660 ± 490 K, based on atmospheric 
modeling and comparisons with observed 
photometric data. In [22] the parameters for this star 
were refined, reporting Teff = 10 750 ± 150 K and 
log(g) = 1.65 ± 0.2, using a combination of 
atmospheric models and the parallax method.  

HD 46769. HD 46769, classified as a B7 Ib 
supergiant, has been studied in several key works. In 
[23], the effective temperature was estimated to be 
Teff = 12 000 K, with surface gravity values of 
log(g) = 2.57. In [14] derived Teff = 13 920 ± 710 
K, along with E(B–V) = 0.151, which provides a 
more refined temperature estimate along with a 
better understanding of the reddening effect for the 
star. In [24] the parameters were refined further, 
reporting Teff = 13 000 ± 1 000 K and log(g) = 2.7 
± 0.1.  

HD 59612. HD 59612, classified as an A5/7 
Iab/II supergiant, has been studied by [3], who 
estimated Teff = 8 100 K and log(g) = 1.45, based 
on spectroscopic data and model fitting. In [2] the 
parameters were refined to Teff = 8 500 K and 
log(g) = 1.5. Additionally it is noted that in [16] Teff 
= 8 510 K is received. In [13] Teff = 8 330 K and 
log(g) = 1.45 is estimated, and in [25] Teff = 8 620 
K and log(g) = 1.78 is reported. 

HD 67456. HD 67456, classified as an A3 Ib/II 
supergiant, has been studied mainly by [26], who 
provided initial estimates, which were recalculated 
by [3] based on previous measurements of 
equivalent widths. In [3] the effective temperature 
for HD 67456 is derived as Teff = 9 500 K and 
log(g) = 1.2. In [3] the parameters for HD 67456 
were recalculated using new data, reporting Teff = 8 
300 K and log(g) = 2.5, which is noticeably lower 
than those from earlier estimates. 

HD 71833. HD 71833, classified as a B8 II 
supergiant, was studied by [27], who determined its 
effective temperature to be Teff = 12 985 K using 
the calibration of Strömgren photometric parameters 
[28]. 

HD 35600. HD 35600 is classified as a B9 Ib 
supergiant. In [29] Teff = 11 500 K and 
log(g) = 2.10 are reported, based on spectroscopic 
analysis and model fitting. Later, in [21] the 
parameters were refined, estimating Teff = 11 000 K 
and log(g) = 1.9. 

HD 212593. HD 212593, classified as a B9 Iab-
Ib supergiant, has been extensively studied. Early 
estimates [6] provided Teff = 9 932 K, followed by 
[2] with Teff = 10 000 K and log(g) = 1.5. It is also
noted that in [16] Teff = 10 300 K is estimated. Later
studies refined these values, with Teff = 10 350 K
and log(g) = 1.92 [30], and in [19] a higher estimate
of Teff = 11 800 K and log(g) = 2.19 is provided.

Subsequent studies, including [15] and [1], 
consistently reported Teff = 11 200 ± 200 K and 
log(g) = 2.10 ± 0.10, with E(B–V) = 0.17 ± 0.02. In 
[14] Teff = 11 150 ± 440 K is estimated, and in [31]
E(B–V) = 0.120 is confirmed. In [32], the most
recent study, the effective temperature was derived
as Teff = 13 642 K with log(g) = 3.00.

2 Materials and methods 

To assemble the SED for the selected stars, we 
collected photometric measurements spanning a 
wide wavelength range–from the ultraviolet through 
the far-infrared. These data were sourced from 
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used for them before, though different spectroscopic 
methods were used, so our investigation is very 
representative for this sample of objects. In addition, 
all selected stars have reliable multi-band 
photometric data, which is essential for constructing 
accurate SED. 

We will compare our derived parameters with 
previously obtained values from other studies to 
assess the accuracy and consistency of our results. 
This comparison will help to confirm the reliability 
of our methods and provide a broader context for the 
physical parameters of hot supergiants. By 
comparing our results with those from established 
studies, we aim to identify any discrepancies or 
confirm the results, thereby contributing to a more 
accurate understanding of the stellar characteristics 
of the selected supergiants. 

The methods used in this study include the use 
of modern astronomical databases and tools for ana-
lyzing observational data, such as tools for 
constructing and analyzing SEDs, as well as 
statistical methods for data processing, including 
optimization methods for fitting models. The ap-
proach proposed in the paper is based on the use of 
new data, which significantly improves the accuracy 
of determining the parameters of supergiants. 

The theoretical significance of the work lies in 
improving the methods for determining the physical 
parameters of hot supergiants and expanding know-
ledge about the processes occurring in stars at late 
stages of their evolution. The practical significance 
lies in the possibility of using the obtained data to 
refine the models of stellar evolution and applying 
the SED method to the study of other types of stars. 

 Literature review 

HD 87737. HD 87737 is classified as an A0 Ib 
supergiant and has been extensively studied to 
determine its fundamental parameters. Teff = 10 400 
± 300 K and log(g) = 2.05 ± 0.20 were reported [4]. 
Two options for the effective temperature were 
given as Teff = 9 460 / 8 920 K [5], while Teff = 9 
400 K was estimated [6]. A higher estimate of Teff 
= 10 500 K and log(g) = 2.2 was provided [7]. Teff 
was refined to 10 200 ± 370 K, with log(g) = 1.9 ± 
0.4 [8]. Teff = 9 650 ± 200 K and log(g) = 1.95 ± 
0.10 were derived based on the ionization 
equilibrium of Mg I/Mg II [9]. 

Earlier works contributed to the understanding 
of HD 87737’s parameters. Initial evaluations of 
equivalent widths of spectral lines were provided 

[10, 11], and using these values, the parameters 
were recalculated by [3], resulting in Teff = 9 500 K 
and log(g) = 1.1, and Teff = 9 300 K and log(g) = 
0.9. Then, in [3] new data was used to derive Teff = 
9 700 K and log(g) = 2.0. 

Subsequent studies reported slightly different 
values. Teff = 9 600 ± 150 K and log(g) = 2.00 ± 
0.15 were derived [12], and Teff = 9 730 K and 
log(g) = 1.97 were estimated using the MILES 
spectral library [13]. Teff = 9 820 ± 340 K and E(B–
V) = 0.053 were provided [14]. Later, Teff = 9 600
± 150 K and log(g) = 2.00 ± 0.10 were reported
[15], and Teff = 9,600 ± 200 K and log(g) = 2.05 ±
0.10 with E(B-V) = 0.02 ± 0.02 were determined
[1]. Thus, HD 87737 has been studied extensively
over the years, providing a wide range of
determined fundamental parameters.

HD 46300. HD 46300 is a supergiant, classified 
as an A0 Ib, which has been studied several times 
through years. In [5] two evaluations for the 
effective temperature are derived, Teff = 8 940 / 8 
800 K. In [4] Teff is determined to be 9 800 ± 200 
K, with log(g) = 2.15 ± 0.10. As for HD 87737, 
initial estimates provided by [10] and [11] were 
recalculated, and in the follow-up work in [3] 
obtained Teff = 9 500 K and log(g) = 1.0 for [10] 
and Teff = 9700 K and log(g) = 1.5 for [11]. Using 
her own data, [3] refined the parameters of her 
previous work to Teff = 9 700 K and log(g) = 2.1. 

The parameters were then refined by further 
studies, such as in [2], who derived Teff = 9 750 K 
and log(g) = 2.0. In [2] it is also noted that in [16] 
Teff equals 9 730 K. Then, [14] estimated Teff = 9 
800 ± 340 K and E(B-V) = 0.083. More recently, [1] 
reported Teff = 11 000 ± 200 K and log(g) = 2.15 ± 
0.10, with E(B–V) = 0.07 ± 0.02.  

BD +60 2582. BD +60 2582 is a supergiant 
classified as a B7 Iab. It was studied mainly by [1], 
who reported Teff = 11 900 ± 200 K and log(g) = 
1.85 ± 0.10 using spectroscopic data and refined 
model atmospheres. Additionally, they estimated 
E(B–V) = 0.85 ± 0.02, which nearly corresponds to 
the previous measurement by [17], who obtained an 
evaluation for the interstellar reddening AV = 2.34.  

HD 5776. HD 5776 is classified as an A2 Iab 
supergiant. [17] estimated the interstellar reddening 
as AV = 1.53. Fundamental parameters of the star 
were reported by [18], who derived Teff = 10 715 K 
based on spectroscopic analysis. Later, [2] provided 
a lower temperature estimate of Teff = 9 500 K and 
log(g) = 1.0. In this paper it is also noted that the 
estimation given by [16] is Teff = 9730. 

BD +61 153. BD +61 153 is classified as an A2 
Iab supergiant, which was not studied a lot as well. 
[17] obtained AV = 2.49. Fundamental parameters of
the star were determined by [2], who provided the
effective temperature Teff = 9 750 K and log(g) =
1.5. Moreover, in [2] the effective temperature was
noted, which was estimated by [16].

HD 161695. HD 161695 is classified as an A0 
Ib supergiant. According to the [13], it has an 
effective temperature of Teff = 9 950 K and a 
surface gravity of log(g) = 2.2. These values were 
included in MILES stellar library. 

HD 175687. HD 175687 is classified as a B9/A0 
Ib supergiant. In [3], the effective temperature for 
HD 175687 was calculated to be Teff = 9 400 K, 
with log(g) = 2.3. These parameters were obtained 
by observing hydrogen line profiles and using 
ionization equilibrium. 

HD 16778. HD 16778, classified as an A1 Ia 
supergiant, was studied by [18], who estimated its 
effective temperature Teff to be 9 550 K. This es-
timate was derived from the spectroscopic analysis. 

HD 202850. HD 202850 is classified as a B9 
Iab supergiant and was studied several times. In [19] 
determined Teff = 11 000 K and log(g) = 1.87. In 
[20] derived an estimate for the interstellar
reddening, reporting E(B–V) = 0.13, Further studies, 
such as [14], estimated Teff = 11 170 ± 450 K and 
reported E(B–V) = 0.2. In [15] and [1] consistently 
reported Teff = 10 800 ± 200 K and log(g) = 1.85 ± 
0.10, with E(B–V) values of 0.19 ± 0.02. 

HD 40589. HD 40589 is classified as an A0 Iab 
supergiant. It was studied by [21], who determined 
Teff = 12 000 and log(g) = 1.8. Later, in [14] 
estimated the effective temperature of HD 40589 to 
be Teff = 11 660 ± 490 K, based on atmospheric 
modeling and comparisons with observed 
photometric data. In [22] the parameters for this star 
were refined, reporting Teff = 10 750 ± 150 K and 
log(g) = 1.65 ± 0.2, using a combination of 
atmospheric models and the parallax method.  

HD 46769. HD 46769, classified as a B7 Ib 
supergiant, has been studied in several key works. In 
[23], the effective temperature was estimated to be 
Teff = 12 000 K, with surface gravity values of 
log(g) = 2.57. In [14] derived Teff = 13 920 ± 710 
K, along with E(B–V) = 0.151, which provides a 
more refined temperature estimate along with a 
better understanding of the reddening effect for the 
star. In [24] the parameters were refined further, 
reporting Teff = 13 000 ± 1 000 K and log(g) = 2.7 
± 0.1.  

HD 59612. HD 59612, classified as an A5/7 
Iab/II supergiant, has been studied by [3], who 
estimated Teff = 8 100 K and log(g) = 1.45, based 
on spectroscopic data and model fitting. In [2] the 
parameters were refined to Teff = 8 500 K and 
log(g) = 1.5. Additionally it is noted that in [16] Teff 
= 8 510 K is received. In [13] Teff = 8 330 K and 
log(g) = 1.45 is estimated, and in [25] Teff = 8 620 
K and log(g) = 1.78 is reported. 

HD 67456. HD 67456, classified as an A3 Ib/II 
supergiant, has been studied mainly by [26], who 
provided initial estimates, which were recalculated 
by [3] based on previous measurements of 
equivalent widths. In [3] the effective temperature 
for HD 67456 is derived as Teff = 9 500 K and 
log(g) = 1.2. In [3] the parameters for HD 67456 
were recalculated using new data, reporting Teff = 8 
300 K and log(g) = 2.5, which is noticeably lower 
than those from earlier estimates. 

HD 71833. HD 71833, classified as a B8 II 
supergiant, was studied by [27], who determined its 
effective temperature to be Teff = 12 985 K using 
the calibration of Strömgren photometric parameters 
[28]. 

HD 35600. HD 35600 is classified as a B9 Ib 
supergiant. In [29] Teff = 11 500 K and 
log(g) = 2.10 are reported, based on spectroscopic 
analysis and model fitting. Later, in [21] the 
parameters were refined, estimating Teff = 11 000 K 
and log(g) = 1.9. 

HD 212593. HD 212593, classified as a B9 Iab-
Ib supergiant, has been extensively studied. Early 
estimates [6] provided Teff = 9 932 K, followed by 
[2] with Teff = 10 000 K and log(g) = 1.5. It is also
noted that in [16] Teff = 10 300 K is estimated. Later
studies refined these values, with Teff = 10 350 K
and log(g) = 1.92 [30], and in [19] a higher estimate
of Teff = 11 800 K and log(g) = 2.19 is provided.

Subsequent studies, including [15] and [1], 
consistently reported Teff = 11 200 ± 200 K and 
log(g) = 2.10 ± 0.10, with E(B–V) = 0.17 ± 0.02. In 
[14] Teff = 11 150 ± 440 K is estimated, and in [31]
E(B–V) = 0.120 is confirmed. In [32], the most
recent study, the effective temperature was derived
as Teff = 13 642 K with log(g) = 3.00.

2 Materials and methods 

To assemble the SED for the selected stars, we 
collected photometric measurements spanning a 
wide wavelength range–from the ultraviolet through 
the far-infrared. These data were sourced from 
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several major catalogs available via the Vizier 
service [33] and the General Catalogue of 
Photometric Data (GCPD) [34], covering various 
photometric systems. 

For the ultraviolet region, we used 
measurements from the TD1 space survey [35], 
which provides fluxes in four bands centered at 
1565, 1965, 2365, and 2740 Å. These observations 
were obtained with the ultraviolet telescope aboard 
the ESRO satellite. 

In the optical range, photometry in the Johnson 
UBVRI system [36] formed the core dataset. This 
was complemented by data in the Strömgren uvby 
system, drawn from both earlier [37] and recent [38] 
observations. When available, the color indices m1 
and c1 were used to reconstruct individual filter 
magnitudes algorithmically within the input format 
of our SED-processing tool.  

Near-infrared data were taken from the 2MASS 
catalog by [39], which includes the J, H, and K 
bands. To account for possible saturation effects in 
very bright sources, especially in the K band, we 
additionally included fluxes from the pre-1999 CIO 
catalog [40]. 

At longer wavelengths, we incorporated mid- 
and far-infrared data from the WISE mission [41]. 
The four WISE bands – W1 (3.4 μm), W2 (4.5 μm), 
W3 (11.6 μm), and W4 (22 μm) – provided high-
precision photometry across the entire sample, 
within the survey’s brightness limits. 

Supplementary photometric measurements in 
the UBV, Strömgren, and JHK systems were also 
obtained from the GCPD to ensure consistency and 
maximize coverage across filters. 

In cases where the input file included the letter 
“J” after the spectral classification, this denoted that 
the V−R and R−I color indices were specified in the 
Johnson photometric system. If, instead, the file 
contained the symbol “N”, it indicated that these 
measurements were not provided. Once the full set 
of available magnitudes was assembled, each value 
was converted into an absolute flux using standard 
zero-points based on the flux calibration of Vega 
(i.e., corresponding to magnitudes of zero), together 
with the transmission profiles of the relevant filters. 

While systematic catalog offsets were not 
explicitly corrected within the software, careful pre-
selection and manual vetting of the photometric data 
minimized potential biases. 

To determine stellar parameters from 
photometric data, we developed a custom software 
suite written in Fortran. It comprises three main 

modules, each responsible for a distinct stage of the 
parameter estimation process, which together form a 
complete optimization pipeline. 

The first module preprocesses the input spectra 
from the Castelli-Kurucz model [42] grid by 
trimming them to the relevant wavelength range, 
converting flux units as needed, and applying nor-
malization – typically with respect to the V-band–to 
ensure numerical stability during further analysis. 

The second module performs synthetic 
photometry by convolving the normalized spectra 
with the transmission curves of the selected filters. 
The resulting integrated fluxes are then converted to 
synthetic magnitudes using standard zero-points, 
providing a direct comparison to the observed 
photometric data. 

The final module performs the core fitting and 
optimization. It loads the observed multi-band 
magnitudes, converts them into physical fluxes, and 
applies interstellar extinction to each trial model 
while systematically varying Teff, log(g), and Av. 
For every combination of parameters, the program 
evaluates how well the model matches the observed 
data and selects the best fitting set by minimizing 
the deviation. The output includes the derived 
physical parameters along with visual diagnostic 
plots comparing models to observations. 

Because photometric observations are usually 
expressed in magnitudes, which follow a 
logarithmic scale, the data are first converted to 
linear flux units using the standard relation:  

𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆=𝐹𝐹𝐹𝐹0 ×  10−0.4𝑚𝑚𝑚𝑚            (1) 

where 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆– observed flux at wavelength λ; 𝐹𝐹𝐹𝐹0 – 
reference (zero-point) flux corresponding to m=0; m 
– stellar magnitude in the given photometric band.

However, the absolute flux level of the observed
SED depends not only on the star’s effective 
temperature and surface gravity, but also on its 
radius and distance, which are generally unknown or 
not constrained in photometric fitting. Therefore, the 
model SED is normalized to match the observed 
flux in a reference band (typically the V band), and 
the comparison is performed in relative units. As a 
result, the absolute scaling of the SED is not fixed 
during the fitting process. 

Instead, the fitting process focuses on the 
relative shape of the SED. Both the observed and 
model fluxes are normalized to a reference 
photometric band – typically the V-band in the 

optical – so that their overall levels match. In effect, 

the model is scaled to align with the observed flux 
in that band. This removes the dependence on 
distance and stellar size, allowing a direct 
comparison of the SED profiles. Only the relative 
differences in flux across wavelengths – driven by 
Teff, log(g), and Av–are considered, while absolute 
offsets are intentionally ignored. 

Our calculations rely on a grid of model stellar 
spectra computed by Castelli and Kurucz [42], 
which provide theoretical flux distributions as 
functions of wavelength, parameterized by effective 
temperature Teff, log(g), and chemical composition. 
In this study, we used a broad range of models 
covering temperatures from approximately 3500 K 
to 50,000 K and surface gravities from log(g) = 0.0 
to 5.0 (in cgs units), making it possible to model a 
wide variety of stars–from cool supergiants to hot 
main-sequence stars. Unless otherwise specified, 
solar metallicity was assumed, although adjustments 
can be made if the chemical composition of the 
target star is known. 

The model spectra used in this study are 
provided at a sufficiently high spectral resolution to 
ensure accurate integration across broad photometric 
passbands. In the first module, each spectrum is 
processed to match the requirements of the filter set: 
it is interpolated or truncated as necessary to cover 
the relevant wavelength range and may be smoothed 
or resampled depending on the task. The spectra can 
also be normalized – for example, to the bolometric 
flux or the flux in a specific photometric band – to 
facilitate comparison with observational data. 

Since the original models are computed in 
absolute physical units (erg cm⁻² s⁻¹ Å⁻¹) at the 
stellar surface, a direct comparison with 
observational fluxes – which are distance-dependent 
– would require conversion to apparent fluxes
received at Earth. In practice, however, such
comparisons focus on the relative shape of the SED,
not on its absolute level. To this end, both model
and observed fluxes are scaled to a common
reference, typically the V band, effectively
removing the dependence on distance and stellar
radius.

Synthetic photometry is then generated by 
convolving the model spectrum with the response 
curves of the selected filters. The resulting fluxes 
are converted to magnitudes using the adopted 
photometric zero-points, making them directly 
comparable with the observed photometric data. 

In the final stage, the fitting and optimization 
module (final module) compares the observed and 
synthetic SEDs to determine the best-fit stellar 
parameters. Observed magnitudes are first converted 
into physical fluxes and normalized. For each trial 
model (i.e., a combination of Teff and log(g)) , the 
program iteratively applies interstellar extinction for 
a range of AV values using an extinction law [43] (2) 
adjusts the model SED accordingly, and calculates 
the deviation from the observed SED. 

 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  ×  100.4𝐴𝐴𝐴𝐴(𝜆𝜆𝜆𝜆)      (2) 

where 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑– de-reddened (intrinsic) flux at 

wavelength λ; 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆
𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 – observed flux at wavelength λ; 

A(λ) – total extinction at wavelength, given by 
A(λ)=AV k(λ), k(λ) – extinction curve normalized to 
AV (e.g., [43]). 

 The deviation is quantified using a weighted 
relative deviation metric σ, which is calculated from 
the relative difference between the de-reddened 
observed and model fluxes, weighted by the inverse 
squared photometric uncertainties: 

 𝜎𝜎𝜎𝜎 =  � 1
𝑁𝑁𝑁𝑁𝑁1

∑𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖𝑖1 (1 −
𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆,𝑖𝑖𝑖𝑖
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆,𝑖𝑖𝑖𝑖
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑 )2  ×  𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖      (3) 

where σ – weighted standard deviation of the 
relative residuals; 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆,𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑– de-reddened observed 
flux at wavelength 𝜆𝜆𝜆𝜆𝑖𝑖𝑖𝑖; 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆,𝑖𝑖𝑖𝑖

𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑– model flux at 
wavelength 𝜆𝜆𝜆𝜆𝑖𝑖𝑖𝑖; 𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1/ 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖2 – weight factor based on 
the squared photometric uncertainty 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖; N – number 
of photometric data points used in the comparison. 
Outliers were identified based on significant 
deviations from the model or large photometric 
errors, with thresholds applied manually based on 
data quality and visual inspection. The optimization 
process is repeated over the entire model grid to find 
the minimum σ value. 

The parameter set that yields the lowest 
deviation is adopted as the best solution. The 
parameter set that yields the lowest deviation is 
adopted as the best solution. Sensitivity to initial 
parameter guesses is not evaluated, as the selection 
is performed via full-grid search. However, 
sensitivity to extinction AV is indirectly accounted 
for through the sampling density and range defined 
in the input grid, though no formal stability analysis 
of the solutions is performed. If required, the code 
also examines how sensitive the solution is to 
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several major catalogs available via the Vizier 
service [33] and the General Catalogue of 
Photometric Data (GCPD) [34], covering various 
photometric systems. 

For the ultraviolet region, we used 
measurements from the TD1 space survey [35], 
which provides fluxes in four bands centered at 
1565, 1965, 2365, and 2740 Å. These observations 
were obtained with the ultraviolet telescope aboard 
the ESRO satellite. 

In the optical range, photometry in the Johnson 
UBVRI system [36] formed the core dataset. This 
was complemented by data in the Strömgren uvby 
system, drawn from both earlier [37] and recent [38] 
observations. When available, the color indices m1 
and c1 were used to reconstruct individual filter 
magnitudes algorithmically within the input format 
of our SED-processing tool.  

Near-infrared data were taken from the 2MASS 
catalog by [39], which includes the J, H, and K 
bands. To account for possible saturation effects in 
very bright sources, especially in the K band, we 
additionally included fluxes from the pre-1999 CIO 
catalog [40]. 

At longer wavelengths, we incorporated mid- 
and far-infrared data from the WISE mission [41]. 
The four WISE bands – W1 (3.4 μm), W2 (4.5 μm), 
W3 (11.6 μm), and W4 (22 μm) – provided high-
precision photometry across the entire sample, 
within the survey’s brightness limits. 

Supplementary photometric measurements in 
the UBV, Strömgren, and JHK systems were also 
obtained from the GCPD to ensure consistency and 
maximize coverage across filters. 

In cases where the input file included the letter 
“J” after the spectral classification, this denoted that 
the V−R and R−I color indices were specified in the 
Johnson photometric system. If, instead, the file 
contained the symbol “N”, it indicated that these 
measurements were not provided. Once the full set 
of available magnitudes was assembled, each value 
was converted into an absolute flux using standard 
zero-points based on the flux calibration of Vega 
(i.e., corresponding to magnitudes of zero), together 
with the transmission profiles of the relevant filters. 

While systematic catalog offsets were not 
explicitly corrected within the software, careful pre-
selection and manual vetting of the photometric data 
minimized potential biases. 

To determine stellar parameters from 
photometric data, we developed a custom software 
suite written in Fortran. It comprises three main 

modules, each responsible for a distinct stage of the 
parameter estimation process, which together form a 
complete optimization pipeline. 

The first module preprocesses the input spectra 
from the Castelli-Kurucz model [42] grid by 
trimming them to the relevant wavelength range, 
converting flux units as needed, and applying nor-
malization – typically with respect to the V-band–to 
ensure numerical stability during further analysis. 

The second module performs synthetic 
photometry by convolving the normalized spectra 
with the transmission curves of the selected filters. 
The resulting integrated fluxes are then converted to 
synthetic magnitudes using standard zero-points, 
providing a direct comparison to the observed 
photometric data. 

The final module performs the core fitting and 
optimization. It loads the observed multi-band 
magnitudes, converts them into physical fluxes, and 
applies interstellar extinction to each trial model 
while systematically varying Teff, log(g), and Av. 
For every combination of parameters, the program 
evaluates how well the model matches the observed 
data and selects the best fitting set by minimizing 
the deviation. The output includes the derived 
physical parameters along with visual diagnostic 
plots comparing models to observations. 

Because photometric observations are usually 
expressed in magnitudes, which follow a 
logarithmic scale, the data are first converted to 
linear flux units using the standard relation:  

𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆=𝐹𝐹𝐹𝐹0 ×  10−0.4𝑚𝑚𝑚𝑚            (1) 

where 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆– observed flux at wavelength λ; 𝐹𝐹𝐹𝐹0 – 
reference (zero-point) flux corresponding to m=0; m 
– stellar magnitude in the given photometric band.

However, the absolute flux level of the observed
SED depends not only on the star’s effective 
temperature and surface gravity, but also on its 
radius and distance, which are generally unknown or 
not constrained in photometric fitting. Therefore, the 
model SED is normalized to match the observed 
flux in a reference band (typically the V band), and 
the comparison is performed in relative units. As a 
result, the absolute scaling of the SED is not fixed 
during the fitting process. 

Instead, the fitting process focuses on the 
relative shape of the SED. Both the observed and 
model fluxes are normalized to a reference 
photometric band – typically the V-band in the 

optical – so that their overall levels match. In effect, 

the model is scaled to align with the observed flux 
in that band. This removes the dependence on 
distance and stellar size, allowing a direct 
comparison of the SED profiles. Only the relative 
differences in flux across wavelengths – driven by 
Teff, log(g), and Av–are considered, while absolute 
offsets are intentionally ignored. 

Our calculations rely on a grid of model stellar 
spectra computed by Castelli and Kurucz [42], 
which provide theoretical flux distributions as 
functions of wavelength, parameterized by effective 
temperature Teff, log(g), and chemical composition. 
In this study, we used a broad range of models 
covering temperatures from approximately 3500 K 
to 50,000 K and surface gravities from log(g) = 0.0 
to 5.0 (in cgs units), making it possible to model a 
wide variety of stars–from cool supergiants to hot 
main-sequence stars. Unless otherwise specified, 
solar metallicity was assumed, although adjustments 
can be made if the chemical composition of the 
target star is known. 

The model spectra used in this study are 
provided at a sufficiently high spectral resolution to 
ensure accurate integration across broad photometric 
passbands. In the first module, each spectrum is 
processed to match the requirements of the filter set: 
it is interpolated or truncated as necessary to cover 
the relevant wavelength range and may be smoothed 
or resampled depending on the task. The spectra can 
also be normalized – for example, to the bolometric 
flux or the flux in a specific photometric band – to 
facilitate comparison with observational data. 

Since the original models are computed in 
absolute physical units (erg cm⁻² s⁻¹ Å⁻¹) at the 
stellar surface, a direct comparison with 
observational fluxes – which are distance-dependent 
– would require conversion to apparent fluxes
received at Earth. In practice, however, such
comparisons focus on the relative shape of the SED,
not on its absolute level. To this end, both model
and observed fluxes are scaled to a common
reference, typically the V band, effectively
removing the dependence on distance and stellar
radius.

Synthetic photometry is then generated by 
convolving the model spectrum with the response 
curves of the selected filters. The resulting fluxes 
are converted to magnitudes using the adopted 
photometric zero-points, making them directly 
comparable with the observed photometric data. 

In the final stage, the fitting and optimization 
module (final module) compares the observed and 
synthetic SEDs to determine the best-fit stellar 
parameters. Observed magnitudes are first converted 
into physical fluxes and normalized. For each trial 
model (i.e., a combination of Teff and log(g)) , the 
program iteratively applies interstellar extinction for 
a range of AV values using an extinction law [43] (2) 
adjusts the model SED accordingly, and calculates 
the deviation from the observed SED. 

 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  ×  100.4𝐴𝐴𝐴𝐴(𝜆𝜆𝜆𝜆)      (2) 

where 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑– de-reddened (intrinsic) flux at 

wavelength λ; 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆
𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 – observed flux at wavelength λ; 

A(λ) – total extinction at wavelength, given by 
A(λ)=AV k(λ), k(λ) – extinction curve normalized to 
AV (e.g., [43]). 

 The deviation is quantified using a weighted 
relative deviation metric σ, which is calculated from 
the relative difference between the de-reddened 
observed and model fluxes, weighted by the inverse 
squared photometric uncertainties: 

 𝜎𝜎𝜎𝜎 =  � 1
𝑁𝑁𝑁𝑁𝑁1

∑𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖𝑖1 (1 −
𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆,𝑖𝑖𝑖𝑖
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆,𝑖𝑖𝑖𝑖
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑑𝑑𝑑𝑑 )2  ×  𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖      (3) 

where σ – weighted standard deviation of the 
relative residuals; 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆,𝑖𝑖𝑖𝑖

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑– de-reddened observed 
flux at wavelength 𝜆𝜆𝜆𝜆𝑖𝑖𝑖𝑖; 𝐹𝐹𝐹𝐹𝜆𝜆𝜆𝜆,𝑖𝑖𝑖𝑖

𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑– model flux at 
wavelength 𝜆𝜆𝜆𝜆𝑖𝑖𝑖𝑖; 𝜔𝜔𝜔𝜔𝑖𝑖𝑖𝑖 = 1/ 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖2 – weight factor based on 
the squared photometric uncertainty 𝜎𝜎𝜎𝜎𝑖𝑖𝑖𝑖; N – number 
of photometric data points used in the comparison. 
Outliers were identified based on significant 
deviations from the model or large photometric 
errors, with thresholds applied manually based on 
data quality and visual inspection. The optimization 
process is repeated over the entire model grid to find 
the minimum σ value. 

The parameter set that yields the lowest 
deviation is adopted as the best solution. The 
parameter set that yields the lowest deviation is 
adopted as the best solution. Sensitivity to initial 
parameter guesses is not evaluated, as the selection 
is performed via full-grid search. However, 
sensitivity to extinction AV is indirectly accounted 
for through the sampling density and range defined 
in the input grid, though no formal stability analysis 
of the solutions is performed. If required, the code 
also examines how sensitive the solution is to 
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changes in the parameters and whether other minima 
exist nearby. 

The program outputs the optimal physical 
parameters – Teff, log(g), and AV – as well as the 
corresponding model SED expressed in logarithmic 
form: log(λ), log (λFλ / λvFv), suitable for SED 
visualization. This allows not only a quantitative 
comparison with observational data, but also a 
visual assessment of the fit. Deviations in the 
infrared, for instance, may signal the presence of 
excess emission from circumstellar dust. 

Although our method generally yields effective 
temperatures and extinction values that are in good 
agreement with the literature, the derived surface 
gravities for some stars are noticeably higher than 
expected (typically log (g) ≈ 1.0–2.0 for super-
giants). This discrepancy likely arises from the 
intrinsic limitations of SED fitting based solely on 
photometric data, as surface gravity has a relatively 
weak effect on broadband fluxes. As a result, the 
procedure may prioritize minimizing residuals over 
maintaining physical plausibility in log (g). 

To address this limitation and assess the validity 
of the derived log (g) values, we strongly 

recommend additional high-resolution spectroscopic 
observations and line-profile analysis. Spectroscopic 
diagnostics are more sensitive to gravity-dependent 
features and offer a direct, independent means of 
constraining surface gravity. Incorporating such 
constraints would substantially improve the physical 
reliability and consistency of the derived 
parameters, ensuring better alignment with the 
evolutionary status of the stars. 

3 Results and discussion 

This study focused on determining the physical 
parameters of 16 hot supergiants by constructing 
and analyzing their SED across a broad wavelength 
range, extending from the ultraviolet to the far-
infrared. Using a model-fitting procedure that 
incorporates interstellar extinction, we derived 
updated estimates of effective temperature Teff, 
surface gravity log(g), and extinction interstellar AV 

for each target star. These parameters are summary-
zed in Table 1, and representative comparisons 
between the dereddened observed SEDs and the 
best-fitting models are shown in Figure 1. 

Table 1 – Physical parameters of the supergiants in the sample. 

Star name Teff [K] log(g) Av σ 
HD 87737 9 500 2.00 0.13 0.185 
HD 46300 9 500 2.00 0.17 0.048 

BD+60_2582 14 000 2.50 3.06 0.060 
HD 5776 11 000 3.50 1.88 0.028 

BD+61 153 10 750 3.50 2.89 0.027 
HD 161695 9 750 2.00 0.20 0.040 
HD 175687 9 500 2.00 0.63 0.051 
HD 16778 10 250 2.00 3.07 0.040 
HD 202850 11 000 2.00 0.67 0.093 
HD 40589 11 750 2.00 1.14 0.087 
HD 46769 12 250 3.00 0.22 0.047 
HD 59612 7 000 2.00 0.07 0.064 
HD 67456 8 750 3.00 0.31 0.034 
HD 71833 12 000 3.00 0.08 0.035 
HD 35600 10 750 2.00 0.87 0.072 
HD 212593 10 750 2.00 0.48 0.055 

Figure 1 – Comparison between observed and modeled spectral energy distributions for a sample of 16 supergiant stars. 
The black solid lines represent the best-fitting model SEDs, normalized to the V-band flux. 

The red diamonds indicate the observed photometric data points, corrected for interstellar extinction 
and shown with corresponding observational uncertainties. Both axes are plotted on a logarithmic scale. 

For most stars, the observed SEDs are well 
reproduced by the atmospheric models of Castelli & 
Kurucz, with residuals generally remaining within 
the expected photometric uncertainties. The good 
agreement between our results and literature values 
(as reviewed in the corresponding section) further 
validates the reliability of the SED-fitting approach. 
For well-studied supergiants such as HD 87737 and 
HD 46300 our determinations of Teff, and log(g) 
agree well with those obtained via high-resolution 
spectroscopy and spectrophotometry. This confirms 

that SED analysis, when based on high-quality 
multi-band photometry and robust extinction 
modeling, provides a reliable approach to estimate 
stellar parameters.  

In some cases, the shape of the observed SED 
can offer valuable clues about the star’s surrounding 
environment. A sharp drop in flux in the optical and 
ultraviolet regions, for instance, often points to 
strong interstellar extinction and may require a 
higher AV value to accurately match the model. On 
the other hand, an unexpected rise in infrared flux – 
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changes in the parameters and whether other minima 
exist nearby. 

The program outputs the optimal physical 
parameters – Teff, log(g), and AV – as well as the 
corresponding model SED expressed in logarithmic 
form: log(λ), log (λFλ / λvFv), suitable for SED 
visualization. This allows not only a quantitative 
comparison with observational data, but also a 
visual assessment of the fit. Deviations in the 
infrared, for instance, may signal the presence of 
excess emission from circumstellar dust. 

Although our method generally yields effective 
temperatures and extinction values that are in good 
agreement with the literature, the derived surface 
gravities for some stars are noticeably higher than 
expected (typically log (g) ≈ 1.0–2.0 for super-
giants). This discrepancy likely arises from the 
intrinsic limitations of SED fitting based solely on 
photometric data, as surface gravity has a relatively 
weak effect on broadband fluxes. As a result, the 
procedure may prioritize minimizing residuals over 
maintaining physical plausibility in log (g). 

To address this limitation and assess the validity 
of the derived log (g) values, we strongly 

recommend additional high-resolution spectroscopic 
observations and line-profile analysis. Spectroscopic 
diagnostics are more sensitive to gravity-dependent 
features and offer a direct, independent means of 
constraining surface gravity. Incorporating such 
constraints would substantially improve the physical 
reliability and consistency of the derived 
parameters, ensuring better alignment with the 
evolutionary status of the stars. 

3 Results and discussion 

This study focused on determining the physical 
parameters of 16 hot supergiants by constructing 
and analyzing their SED across a broad wavelength 
range, extending from the ultraviolet to the far-
infrared. Using a model-fitting procedure that 
incorporates interstellar extinction, we derived 
updated estimates of effective temperature Teff, 
surface gravity log(g), and extinction interstellar AV 

for each target star. These parameters are summary-
zed in Table 1, and representative comparisons 
between the dereddened observed SEDs and the 
best-fitting models are shown in Figure 1. 

Table 1 – Physical parameters of the supergiants in the sample. 

Star name Teff [K] log(g) Av σ 
HD 87737 9 500 2.00 0.13 0.185 
HD 46300 9 500 2.00 0.17 0.048 

BD+60_2582 14 000 2.50 3.06 0.060 
HD 5776 11 000 3.50 1.88 0.028 

BD+61 153 10 750 3.50 2.89 0.027 
HD 161695 9 750 2.00 0.20 0.040 
HD 175687 9 500 2.00 0.63 0.051 
HD 16778 10 250 2.00 3.07 0.040 
HD 202850 11 000 2.00 0.67 0.093 
HD 40589 11 750 2.00 1.14 0.087 
HD 46769 12 250 3.00 0.22 0.047 
HD 59612 7 000 2.00 0.07 0.064 
HD 67456 8 750 3.00 0.31 0.034 
HD 71833 12 000 3.00 0.08 0.035 
HD 35600 10 750 2.00 0.87 0.072 
HD 212593 10 750 2.00 0.48 0.055 

Figure 1 – Comparison between observed and modeled spectral energy distributions for a sample of 16 supergiant stars. 
The black solid lines represent the best-fitting model SEDs, normalized to the V-band flux. 

The red diamonds indicate the observed photometric data points, corrected for interstellar extinction 
and shown with corresponding observational uncertainties. Both axes are plotted on a logarithmic scale. 

For most stars, the observed SEDs are well 
reproduced by the atmospheric models of Castelli & 
Kurucz, with residuals generally remaining within 
the expected photometric uncertainties. The good 
agreement between our results and literature values 
(as reviewed in the corresponding section) further 
validates the reliability of the SED-fitting approach. 
For well-studied supergiants such as HD 87737 and 
HD 46300 our determinations of Teff, and log(g) 
agree well with those obtained via high-resolution 
spectroscopy and spectrophotometry. This confirms 

that SED analysis, when based on high-quality 
multi-band photometry and robust extinction 
modeling, provides a reliable approach to estimate 
stellar parameters.  

In some cases, the shape of the observed SED 
can offer valuable clues about the star’s surrounding 
environment. A sharp drop in flux in the optical and 
ultraviolet regions, for instance, often points to 
strong interstellar extinction and may require a 
higher AV value to accurately match the model. On 
the other hand, an unexpected rise in infrared flux – 
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especially in the WISE or IRAS bands – may hint at 
the presence of circumstellar dust, such as disks or 
extended shells that absorb stellar light and re-emit 
it at longer wavelengths. Such features typically 
reveal themselves as systematic deviations from the 
model fit and may serve as indirect evidence of dust 
in the immediate vicinity of the star. 

The method also proved robust even when only 
partial photometric coverage was available. The 
robustness of the fitting procedure is ensured by a 
grid-search algorithm over a broad parameter space, 
using multi-band photometry from UV to IR, which 
allows convergence even when several photometric 
points are missing or uncertain. The normalization 
and extinction-fitting procedures enabled the 
derivation of reliable stellar parameters, despite gaps 
in some wavelength regions. 

Comparing derived results of fundamental 
parameters with several previous investigations 

(Table 2), it is clear that the resulting parameters 
show good agreement with those published in the 
literature, confirming the reliability of our approach. 
The SED-method was never used before to 
determine parameters of these stars, and our 
investigation clearly shows that it may be used in 
future. 

In summary, the results confirm that SED fitting 
is a reliable and effective technique for determining 
the fundamental parameters of hot supergiants. 
Moreover, it offers a way to identify secondary 
signatures such as infrared excess, which may 
indicate mass loss or circumstellar material. The 
derived parameters can be used to update stellar 
evolution models, improve distance estimates, and 
characterize stellar environments. This methodology 
is well-suited for extension to larger samples and 
could be integrated into automated pipelines for 
next-generation photometric surveys. 

Table 2 – Comparison between fundamental parameters derived in this paper with the previous ones. *E(B–V) converted using 
the formula AV = 3.1E(B–V) [43].

Name Research Teff [K] log g AV 
HD 87737 This paper 9 500 2.00 0.13 

Venn, 1995 [3] 9 700 2.0 

Przybilla & Butler, 2001 [12] 9 600 ± 150 2.00 ± 0.15 

Cenarro, 2007 [13] 9 730 1.97 

Zorec, 2009 [14] 9 820 ± 340 0.16 * 

Firnstein & Przybilla, 2012 [1] 9 600 ± 200 2.05 ± 0.10 0.06 ± 0.06 * 

HD 46300 This paper 9 500 2.00 0.17 

Schmidt-Kaler, 1982 [16] 9 730 

Venn, 1995 [3] 9 700 2.1 

Verdugo, 1999 [2] 9 750 2.0 

Zorec, 2009 [14] 9 800 ± 340 0.26 * 

Firnstein & Przybilla, 2012 [1] 11 000 ± 200 2.15 ± 0.10 0.22 ± 0.06 * 

BD+60 2582 This paper 14 000 2.50 3.06 

Humphreys, 1978 [17] 2.34 

Firnstein & Przybilla, 2012 [1] 11 900 ± 200 1.85 ± 0.10 2.64 ± 0.06 * 

HD 5776 This paper 11 000 3.50 1.88 

Humphreys, 1978 [17] 1.53 

Schmidt-Kaler, 1982 [16] 9 730 

Garmany & Stencel, 1992 [18] 10 715 

Verdugo, 1999 [2] 9 500 1.0 

BD+61 153 This paper 10 750 3.50 2.89 

Humphreys, 1978 [17] 2.49 

Schmidt-Kaler, 1982 [16] 9 730 

Verdugo, 1999 [2] 9 750 1.5 

HD 161695 This paper 9 750 2.00 0.20 

Cenarro, 2007 [13] 9 950 2.2 

HD 175687 This paper 9 500 2.00 0.63 

Venn, 1995 [3] 9 400 2.3 

HD 16778 This paper 10 250 2.00 3.07 

Garmany & Stencel, 1992 [18] 9 550 

Verdugo, 1999 [2] 9 080 

HD 202850 This paper 11 000 2.00 0.67 

Wegner, 2002 [20] 0.40 * 

Markova & Puls, 2008 [19] 11 000 1.87 

Zorec, 2009 [14] 11 170 ± 450 0.62 * 

Firnstein & Przybilla, 2012 [1] 10 800 ± 200 1.85 ± 0.10 0.40 * 

HD 40589 This paper 11 750 2.00 1.14 

Goranova, 2002 [21] 12 000 1.8 

Zorec, 2009 [14] 11 660 ± 490 

Samedov, 2023 [22] 10 750 ± 150 1.65 ± 0.2 

HD 46769 This paper 12 250 3.00 0.22 

Lefever, 2007 [23] 12 000 2.57 

Zorec, 2009 [14] 13 920 ± 710 0.47 * 

Aerts, 2013 [24] 13 000 ± 1000 2.7 ± 0.1 

HD 59612 This paper 7 000 2.00 0.07 

Schmidt-Kaler, 1982 [16] 8 510 

Venn, 1995 [3] 8 100 1.45 

Verdugo, 1999 [2] 8 500 1.5 

Cenarro, 2007 [13] 8 330 1.45 

Lyubimkov, 2010 [25] 8 620 ± 200 1.78 

HD 67456 This paper 8 750 3.00 0.31 

Przybylski, 1972 [26] 9 500 1.2 

Venn, 1995 [3] 8 300 2.5 

HD 71833 This paper 12 000 3.00 0.08 

Makaganiuk, 2011 [27] 12 985 

HD 35600 This paper 10 750 2.00 0.87 

Goranova, 2002 [21] 11 000 1.9 

HD 212593 This paper 10 750 2.00 0.48 

Schmidt-Kaler, 1982 [16] 10 300 

Verdugo, 1999 [2] 10 000 1.5 

Yuece, 2005 [30] 10 350 1.92 

Markova & Puls, 2008 [19] 11 800 2.19 

Zorec, 2009 [14] 11 150 ± 440 

Firnstein & Przybilla, 2012 [1] 11 200 ± 200 2.10 ± 0.10 0.53 ± 0.06 * 

Wang, 2015 [31] 0.37 * 
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especially in the WISE or IRAS bands – may hint at 
the presence of circumstellar dust, such as disks or 
extended shells that absorb stellar light and re-emit 
it at longer wavelengths. Such features typically 
reveal themselves as systematic deviations from the 
model fit and may serve as indirect evidence of dust 
in the immediate vicinity of the star. 

The method also proved robust even when only 
partial photometric coverage was available. The 
robustness of the fitting procedure is ensured by a 
grid-search algorithm over a broad parameter space, 
using multi-band photometry from UV to IR, which 
allows convergence even when several photometric 
points are missing or uncertain. The normalization 
and extinction-fitting procedures enabled the 
derivation of reliable stellar parameters, despite gaps 
in some wavelength regions. 

Comparing derived results of fundamental 
parameters with several previous investigations 

(Table 2), it is clear that the resulting parameters 
show good agreement with those published in the 
literature, confirming the reliability of our approach. 
The SED-method was never used before to 
determine parameters of these stars, and our 
investigation clearly shows that it may be used in 
future. 

In summary, the results confirm that SED fitting 
is a reliable and effective technique for determining 
the fundamental parameters of hot supergiants. 
Moreover, it offers a way to identify secondary 
signatures such as infrared excess, which may 
indicate mass loss or circumstellar material. The 
derived parameters can be used to update stellar 
evolution models, improve distance estimates, and 
characterize stellar environments. This methodology 
is well-suited for extension to larger samples and 
could be integrated into automated pipelines for 
next-generation photometric surveys. 

Table 2 – Comparison between fundamental parameters derived in this paper with the previous ones. *E(B–V) converted using 
the formula AV = 3.1E(B–V) [43].

Name Research Teff [K] log g AV 
HD 87737 This paper 9 500 2.00 0.13 

Venn, 1995 [3] 9 700 2.0 

Przybilla & Butler, 2001 [12] 9 600 ± 150 2.00 ± 0.15 

Cenarro, 2007 [13] 9 730 1.97 

Zorec, 2009 [14] 9 820 ± 340 0.16 * 

Firnstein & Przybilla, 2012 [1] 9 600 ± 200 2.05 ± 0.10 0.06 ± 0.06 * 

HD 46300 This paper 9 500 2.00 0.17 

Schmidt-Kaler, 1982 [16] 9 730 

Venn, 1995 [3] 9 700 2.1 

Verdugo, 1999 [2] 9 750 2.0 

Zorec, 2009 [14] 9 800 ± 340 0.26 * 

Firnstein & Przybilla, 2012 [1] 11 000 ± 200 2.15 ± 0.10 0.22 ± 0.06 * 

BD+60 2582 This paper 14 000 2.50 3.06 

Humphreys, 1978 [17] 2.34 

Firnstein & Przybilla, 2012 [1] 11 900 ± 200 1.85 ± 0.10 2.64 ± 0.06 * 

HD 5776 This paper 11 000 3.50 1.88 

Humphreys, 1978 [17] 1.53 

Schmidt-Kaler, 1982 [16] 9 730 

Garmany & Stencel, 1992 [18] 10 715 

Verdugo, 1999 [2] 9 500 1.0 

BD+61 153 This paper 10 750 3.50 2.89 

Humphreys, 1978 [17] 2.49 

Schmidt-Kaler, 1982 [16] 9 730 

Verdugo, 1999 [2] 9 750 1.5 

HD 161695 This paper 9 750 2.00 0.20 

Cenarro, 2007 [13] 9 950 2.2 

HD 175687 This paper 9 500 2.00 0.63 

Venn, 1995 [3] 9 400 2.3 

HD 16778 This paper 10 250 2.00 3.07 

Garmany & Stencel, 1992 [18] 9 550 

Verdugo, 1999 [2] 9 080 

HD 202850 This paper 11 000 2.00 0.67 

Wegner, 2002 [20] 0.40 * 

Markova & Puls, 2008 [19] 11 000 1.87 

Zorec, 2009 [14] 11 170 ± 450 0.62 * 

Firnstein & Przybilla, 2012 [1] 10 800 ± 200 1.85 ± 0.10 0.40 * 

HD 40589 This paper 11 750 2.00 1.14 

Goranova, 2002 [21] 12 000 1.8 

Zorec, 2009 [14] 11 660 ± 490 

Samedov, 2023 [22] 10 750 ± 150 1.65 ± 0.2 

HD 46769 This paper 12 250 3.00 0.22 

Lefever, 2007 [23] 12 000 2.57 

Zorec, 2009 [14] 13 920 ± 710 0.47 * 

Aerts, 2013 [24] 13 000 ± 1000 2.7 ± 0.1 

HD 59612 This paper 7 000 2.00 0.07 

Schmidt-Kaler, 1982 [16] 8 510 

Venn, 1995 [3] 8 100 1.45 

Verdugo, 1999 [2] 8 500 1.5 

Cenarro, 2007 [13] 8 330 1.45 

Lyubimkov, 2010 [25] 8 620 ± 200 1.78 

HD 67456 This paper 8 750 3.00 0.31 

Przybylski, 1972 [26] 9 500 1.2 

Venn, 1995 [3] 8 300 2.5 

HD 71833 This paper 12 000 3.00 0.08 

Makaganiuk, 2011 [27] 12 985 

HD 35600 This paper 10 750 2.00 0.87 

Goranova, 2002 [21] 11 000 1.9 

HD 212593 This paper 10 750 2.00 0.48 

Schmidt-Kaler, 1982 [16] 10 300 

Verdugo, 1999 [2] 10 000 1.5 

Yuece, 2005 [30] 10 350 1.92 

Markova & Puls, 2008 [19] 11 800 2.19 

Zorec, 2009 [14] 11 150 ± 440 

Firnstein & Przybilla, 2012 [1] 11 200 ± 200 2.10 ± 0.10 0.53 ± 0.06 * 

Wang, 2015 [31] 0.37 * 

Continuation of the table
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4 Conclusion 

The primary aim of this study was to determine 
the fundamental parameters of hot supergiants of 
spectral types B and A through the construction and 
analysis of SED. The research objectives 
encompassed the compilation of multiwavelength 
photometric data, the standardization and 
conversion of stellar magnitudes into physical 
fluxes, the construction of SEDs, and their 
comparison with synthetic photometry derived from 
model stellar spectra. For this purpose, we employed 
modern computational techniques, utilized a variety 
of astronomical databases, and developed 
specialized software based on the Castelli & Kurucz 
atmospheric models. 

As a result, SEDs were constructed for a sample 
of 16 stars, and their effective temperatures, surface 
gravities, and interstellar extinction values were 
derived. In most cases, the obtained parameters are 
in good agreement with previously published data, 
thereby validating the accuracy and robustness of 
our methodology. For several objects, we identified 
an excess in the infrared domain, which may 
indicate the presence of circumstellar dust 
environments and warrants further spectroscopic 
and photometric investigation. In some instances, 
discrepancies between observed and modeled data 
highlight the need for refinement in the current grid 
of theoretical models and support the importance of 
enlarging the stellar sample for improved statistical 
reliability. 

Overall, this study demonstrates the 
effectiveness of SED analysis as a reliable technique 
for constraining the physical properties of hot 
supergiants. The derived results contribute to a more 
systematic and consistent understanding of evolved 
massive stars and provide a foundation for future 
studies involving the calibration of stellar 

evolutionary models and the investigation of 
circumstellar phenomena. Looking forward, the 
methodology presented here can be adapted to larger 
and more diverse stellar samples and can potentially 
be integrated with machine learning approaches to 
enable automated processing of photometric data in 
next-generation astronomical surveys. To make this 
approach suitable for large-scale automated 
applications, a few improvements are needed. These 
include automatic loading and preparation of 
photometric data from catalogs, reliable ways to 
identify and exclude outliers, and the use of prior 
knowledge – for example, typical log(g) values for 
different spectral types – to avoid unrealistic 
solutions. It would also be important to add tools 
that can estimate uncertainties in the results, such as 
Bayesian methods.  

In addition to these practical improvements, 
the physical parameters obtained in this study can 
also help inform models of stellar evolution. 
Although the focus here was on methodology, the 
results provide more accurate observational 
constraints for hot supergiants – an important step 
toward improving evolutionary tracks and 
deepening our understanding of how massive stars 
evolve beyond the main sequence. The precise 
values of Teff and log(g) allow for more accurate 
determinations of star’s luminosity, radius, and 
mass, which are fundamental to understanding the 
internal processes of stars as they evolve through 
different phases. Thus, these observational 
constraints serve as valuable benchmarks for 
testing and calibrating theoretical stellar 
evolutionary models. 
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4 Conclusion 

The primary aim of this study was to determine 
the fundamental parameters of hot supergiants of 
spectral types B and A through the construction and 
analysis of SED. The research objectives 
encompassed the compilation of multiwavelength 
photometric data, the standardization and 
conversion of stellar magnitudes into physical 
fluxes, the construction of SEDs, and their 
comparison with synthetic photometry derived from 
model stellar spectra. For this purpose, we employed 
modern computational techniques, utilized a variety 
of astronomical databases, and developed 
specialized software based on the Castelli & Kurucz 
atmospheric models. 

As a result, SEDs were constructed for a sample 
of 16 stars, and their effective temperatures, surface 
gravities, and interstellar extinction values were 
derived. In most cases, the obtained parameters are 
in good agreement with previously published data, 
thereby validating the accuracy and robustness of 
our methodology. For several objects, we identified 
an excess in the infrared domain, which may 
indicate the presence of circumstellar dust 
environments and warrants further spectroscopic 
and photometric investigation. In some instances, 
discrepancies between observed and modeled data 
highlight the need for refinement in the current grid 
of theoretical models and support the importance of 
enlarging the stellar sample for improved statistical 
reliability. 

Overall, this study demonstrates the 
effectiveness of SED analysis as a reliable technique 
for constraining the physical properties of hot 
supergiants. The derived results contribute to a more 
systematic and consistent understanding of evolved 
massive stars and provide a foundation for future 
studies involving the calibration of stellar 

evolutionary models and the investigation of 
circumstellar phenomena. Looking forward, the 
methodology presented here can be adapted to larger 
and more diverse stellar samples and can potentially 
be integrated with machine learning approaches to 
enable automated processing of photometric data in 
next-generation astronomical surveys. To make this 
approach suitable for large-scale automated 
applications, a few improvements are needed. These 
include automatic loading and preparation of 
photometric data from catalogs, reliable ways to 
identify and exclude outliers, and the use of prior 
knowledge – for example, typical log(g) values for 
different spectral types – to avoid unrealistic 
solutions. It would also be important to add tools 
that can estimate uncertainties in the results, such as 
Bayesian methods.  

In addition to these practical improvements, 
the physical parameters obtained in this study can 
also help inform models of stellar evolution. 
Although the focus here was on methodology, the 
results provide more accurate observational 
constraints for hot supergiants – an important step 
toward improving evolutionary tracks and 
deepening our understanding of how massive stars 
evolve beyond the main sequence. The precise 
values of Teff and log(g) allow for more accurate 
determinations of star’s luminosity, radius, and 
mass, which are fundamental to understanding the 
internal processes of stars as they evolve through 
different phases. Thus, these observational 
constraints serve as valuable benchmarks for 
testing and calibrating theoretical stellar 
evolutionary models. 
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This study focuses on the synthesis of carbon nanowalls (CNWs) and nitrogen-doped CNWs using the RI-
PECVD method and their investigation through in situ Raman spectroscopy during voltammetric cycling 
and potentiostatic charging under both reduction and oxidation potentials. CNWs were synthesized on Ti/
SiO₂/Si substrates. Electrochemical experiments were conducted in a three-electrode cell with CNWs as the 
working electrode, and analytes such as urea, citric acid, and hydrogen peroxide (H2O2) were used to study 
their effects during in situ Raman measurements. The Raman spectra of CNWs and N-doped CNWs were 
recorded in a voltage range of -1 V to 1 V (vs. Ag/AgCl), revealing no significant shifts in peak positions 
but showing an increase in the G to 2D peak ratio at higher voltages, indicating strong electron doping. The 
cyclic voltammetry results demonstrated that nitrogen doping enhances the reductive current of CNWs, 
with a clear reduction peak observed at -0.7 V across all analytes. The ID/IG peak ratio of N-doped CNWs 
increased upon analyte addition, suggesting the introduction of defects and restoration of sp2 domains. Fur-
thermore, the position of the G and 2D peaks shifted significantly in response to different analytes. Sharper 
fluctuations were observed in N-doped CNWs. These results not only provide valuable insights into the 
electrochemical properties of CNWs but also highlight their potential for electrochemical sensing applica-
tions, offering a promising avenue for future research and development in this field. 

Key words: carbon nanowalls, in situ raman, nitrogen doping, electrochemical reduction.
PACS number(s): 61.46.−w.

1 Introduction

Raman spectroscopy, particularly in its in situ 
form, plays a crucial role in the study of electro-
chemical reactions. This technique, which is the pre-
ferred method for characterizing graphene and other 
carbon-based materials due to its non-destructive na-
ture, provides real-time insights into several impor-
tant areas, including interfacial phenomena, doping, 
interlayer coupling, structural defects, and chemical 
functionalization [1]. In-situ Raman spectroscopy is 
particularly valuable as it enables the real-time visu-
alization and monitoring of electrochemical reactions 
[2–8]. The emergence of vibrational bands, which 

correspond to the presence of specific bonds or com-
pounds, under applied potentials can reveal the rea-
sons behind improved electrocatalytic performance 
[9]. Additionally, peak position shifts often indicate 
chemical composition changes resulting from chemi-
cal interactions, providing critical information about 
reaction mechanisms. This feature is fundamentally 
significant because certain chemical changes related 
to the reaction mechanism occur exclusively during 
the reaction itself and are reversed afterward. Chang-
es detected through ex-situ techniques may not ap-
pear in in-situ characterization measurements and 
could, therefore, be entirely unrelated to the actual 
reaction [10]. Such spectroscopic data can be used 

https://doi.org/10.26577/phst20251216
https://orcid.org/0000-0001-5089-360X
https://orcid.org/0000-0001-5784-3840
https://orcid.org/0000-0002-8782-703X
https://orcid.org/0000-0002-8336-3995
https://orcid.org/0000-0002-0657-422X
https://orcid.org/0000-0001-6757-1041
https://orcid.org/0000-0003-4853-3642
https://orcid.org/0000-0002-1442-0749
mailto:rakimzhan@gmail.com
mailto:yerlanuly@physics.kz


58

In-situ raman analysis of carbon nanowalls...                                      Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 57-67

to gather diverse information about electrochemi-
cal reactions, including the structural transitions of 
electrocatalysts, interfacial species on surfaces, and 
localized species in the electrolyte within the electri-
cal double layer (EDL) region [1]. During the elec-
trochemical process, electrodes coated with active 
materials are exposed to harsh chemical and elec-
trochemical conditions. Consequently, many materi-
als are unable to preserve their structure under these 
operating conditions. Structural changes frequently 
take place either just before or at the early stages of 
electrocatalysis. Structural changes are commonly 
caused by redox reactions, where electrochemical 
reduction or oxidation leads to the transformation of 
electrocatalysts into species with varying oxidation 
states. Additionally, phase transitions occur when a 
chemically unstable phase converts to a stable one, 
and decomposition happens when electrochemically 
unstable materials with weak internal bonds break 
down [2, 11–13].

The integration of Raman spectroscopy with 
electrochemistry, known as Raman spectroelectro-
chemistry, has already demonstrated its effective-
ness in investigating graphene, fullerenes, and car-
bon nanotubes [14]. In graphene’s Raman spectra, 
the G and 2D modes, symmetry allowed features, are 
of particular interest [15, 16]. While these modes are 
also observed in Raman spectra of graphene-derived 
materials, their specific Raman shifts, line widths, 
and intensities are influenced by factors such as la-
ser excitation energy, the number of graphene layers, 
doping levels, and strain [17, 18]. Additionally, the 
D peak may appear in the Raman spectra of certain 
graphene samples, indicating the presence of sym-
metry disrupting perturbations. Recent research has 
explored the spectroelectrochemical behavior of the 
D band, highlighting its tunability in response to ap-
plied potential, both reversibly and irreversibly [12, 
19]. In recent years, the electrochemical properties 
of graphene-based nanomaterials have been stud-
ied in detail using in-situ Raman spectroscopy. For 
example, Milan Bouša et al. investigated graphene 
oxide and graphene nanoplatelets with in-situ spec-
troelectrochemistry during voltammetric cycling and 
potentiostatic charging at both reductive and mildly 
oxidative potentials [12]. Minkyung Choi et al. con-
ducted in-situ Raman measurements of a graphene 
microbridge on SiO2/Si substrates in air at a current 
density of up to 2.58 × 108 A/cm2 [20]. Additionally, 
in a study by Binder et al., the authors induced hydro-
gen chemisorption on a bilayer graphene sample by 
intentionally applying a high gate voltage. The che-
misorption process was investigated using in-situ Ra-
man spectroscopy, observing the emergence of Si-H 

and C-H modes and an increase in the intensity of the 
D-band. This process was partially reversible when 
negative gate voltages were applied. Thus, by vary-
ing the gate voltage, the authors achieved an electri-
cal switch for hydrogen chemisorption on graphene 
[21]. However, despite these advancements, there is 
no information in the literature on the study of the 
electrochemical properties of CNWs using in-situ 
Raman spectroscopy. In addition, due to high specific 
area and peculiar morphology, CNWs are expected 
to react on external changes (electrolyte media and 
potential) noticeably strongly. 

Carbon nanowalls (CNWs) are a form of carbon 
allotrope composed of three-dimensional networks 
of vertically aligned graphene sheets [22]. They are 
attracting increasing interest as a novel material for 
electrochemical sensing devices due to their high 
electrical and thermal conductivity, excellent elec-
trocatalytic activity, large surface area, and high 
sensitivity to various analytes. The free bonds at the 
edges of the vertically aligned graphene sheets make 
CNWs a promising electrode material for electro-
chemical probing [23–29]. Despite their unique be-
havior as electrode materials, the mechanisms behind 
many of their specific properties are still not fully 
understood. The impact of different analytes such as 
urea, hydrogen peroxide (H₂O₂), and citric acid on 
the electrochemical properties of CNWs can be thor-
oughly examined using in-situ Raman spectroscopy. 
Urea is a key biomarker in medical diagnostics, par-
ticularly for kidney function monitoring, while hy-
drogen peroxide is widely used as an indicator of 
oxidative stress and plays a critical role in biochemi-
cal and environmental processes. Citric acid, on the 
other hand, is an important organic acid involved in 
metabolic pathways and is commonly found in food 
and pharmaceutical industries.

Thus, the work focuses on the synthesis of CNWs 
and nitrogen-doped CNWs, which are synthesized 
using the RI-PECVD method. The CNWs were in-
vestigated using in situ Raman spectroscopy during 
voltammetric cycling, a process involving the mea-
surement of Raman spectra of the CNWs at different 
electrochemical potentials, as well as potentiostatic 
charging at both reducing and oxidizing potentials. 
This investigation provides insights into the changes 
in the structure and properties of CNWs under differ-
ent electrochemical conditions.

2 Materials and methods

2.1 Methods
The synthesis of CNWs films is carried out us-

ing the RI-PECVD method. The experimental setup, 
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synthesis processes are described in detail in previ-
ous work [26, 30]. CNWs were synthesized on Ti\
SiO2\Si substrates (4 × 4 cm² in size), with both Ti 
and SiO2 layers having a thickness of 200 nm. A gas 
mixture of CH4 (100 sccm) and H2 (50 sccm) was in-
troduced into the chamber for growth without nitro-
gen addition, while for nitrogen-assisted growth, 20 
sccm of N2 was also introduced. The total gas pres-
sure was maintained at 3 Pa. Both the surface-wave 
plasma (SWP) microwave source and the capacitive-
ly coupled plasma (CCP) very high frequency (VHF) 
source operated at 400 W. During the CNW growth, 
the substrate heater temperature was consistently 
maintained at 800 °C. All in-situ electrochemical 
experiments were conducted using a three-electrode 
electrochemical cell with a 30 mL volume (Dek Re-
search) [31–33], where the CNWs film served as the 

working electrode, as illustrated in Figure 1. A Pt 
wire was used as counter electrode, while a Ag/AgCl 
(3 M KCl, E° = 0.197 V) electrode was used as refer-
ence electrode. The 0.1 M phosphate buffer solution 
(PBS (pH 7.2, Sigma Aldrich)) was used as support-
ing electrolyte. The Metrohm potentiostat (μStat-i 
400) was used to perform the electrochemical mea-
surements. Urea (98%), citric acid (99%) and hydro-
gen peroxide (30%), purchased from Sigma-Aldrich, 
were used as analytes to investigate the electrochemi-
cal reaction during in-situ Raman measurements. 

The Raman spectra were recorded by Raman 
spectrometer (NT-MDT Solver Spectrum). A 473 nm 
diode laser was focused on the surface of the CNWs 
films utilizing a 50× long working distance micro-
scope objective. The laser power was maintained at 
0.7 mW and exposure time was set to 60 seconds. 

Figure 1 – Schematic illustration of in-situ Raman spectroscopy system.

3 Results and discussion 

Figure 2 shows the Raman spectra of CNWs 
films synthesized at 0 and 20 sccm nitrogen flow 
rates. Typical D, G, D′, G′ (2D), and G + D peaks 
are observed in the CNWs Raman spectra [34]. The 
D peak is characteristic of samples with defects in 
sp2-structures. The presence of the G peak indicates 
the synthesis of graphitized carbon. The D′ shoulder 
peak arises from edges as well as lattice defects in the 
graphene structure and indicates disorder in the final 
dimensions of the sp2 crystal. The appearance of the 

G′ peak indicates long-range order in the structure 
[35, 36].

Figure 3 presents the Raman spectra for (a) 
CNWs and (b) N-doped CNWs, recorded over a po-
tential range of -1 V to 1 V (vs. Ag/AgCl) in 0.2 V 
increments during electrochemical measurements in 
PBS. The voltage range of -1 to 1 V was selected, as 
further increases in both negative and positive volt-
ages result in material degradation and detachment 
from the substrate. Analysis indicates no significant 
effect on the peak positions with increased voltage. 
Moreover, the analysis of the D to G peak intensity 
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ratio demonstrated minimal variation, whereas the 
G to 2D peak ratio exhibited an increase at higher 
voltages of +1 V (see Figure S1). This behaviour is 
indicative of strong electron doping [37–39]. Doping 

will increase the number of charge carriers, thereby 
increasing the probability of a scattering event. Con-
sequently, the 2D peak intensity should decrease [2, 
3, 40].

Figure 2 – Raman spectroscopy analysis of the CNWs films synthesized 
 at 0 and 20sccm nitrogen flow rate.

Figure 3 – Raman spectra of (a) CNWs and (b) N-doped CNWs, recorded 
in the potential range from -1 V to 1 V (vs. Ag/AgCl)  

with a step of 0.2 V in the PBS electrolyte.

The electrochemical characteristics of CNW films 
were assessed using a three-electrode setup with 0.1 M 
PBS solution serving as the electrolyte. Figure 4 shows 
the cyclic voltammetry (CV) of CNWs, and N-doped 
CNWs between -1 V and 1 V (vs. Ag/AgCl) at a scan 
rate of 20 mV/s in the (a) bare PBS solution, and in the 
presence of 5 mM (b) urea, (c) H2O2, (d) citric acid. 
As the potential is swept in a cyclic voltammogram, 

a peak current is produced within a certain potential 
range where the working electrode interacts with the 
substance, indicating the occurrence of the reaction. It 
is notable from Figure 4 that reductive current signifi-
cantly increases in the case of N-doped CNWs (after 
nitrogen doping of CNWs). A clear reduction peak 
can be observed for CNWs and N-doped CNWs in all 
studied analytes at -0.7 V versus Ag/AgCl.
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Figure 4 – Cyclic voltammograms obtained using undoped CNWs (a),  
and N-doped CNWs (b) in the PBS solution, and in the presence of 5 mM urea, H2O2, citric acid.

Figure 5a shows the ratio of ID/IG peak when 
5mM of different analytes were added to the surface of 
the CNWs and N-doped CNWs films. The ID/IG peak 
ratio of the CNWs remains unchanged upon the addi-
tion of analytes. In contrast, for N-doped CNWs, the 
initial ID/IG ratio is 1.4 and increases to 1.6 upon the 
addition of analytes such as H2O2, citric acid, and urea. 
An increase in the ID/IG ratio suggests the restoration 
of sp² domains caused by the introduction of defects of 
various types (e.g., vacancies, functionalization) [41–
43]. The observed changes might be attributed to the 
intercalation of H+ ions from acidic electrolytes or the 
incorporation of water molecules into the CNWs film. 
These processes can cause distortions in the periodic 
lattice structure of CNWs [41].

Figure 5b shows the ratio of the ID/IG peaks of 
CNWs in PBS solution and in different analytes at ap-
plied -0.7 V negative potential to the CNWs film. The 
analysis indicates that applying a negative potential has 

no significant effect on the ID/IG peak ratio, demonstrat-
ing the structural stability of the CNWs. The specifics of 
the Raman spectra analysis of the CNWs films can be 
found in the Supporting Information (see Figure S2).

Summarizing, the addition of analytes such as 
urea, H₂O₂, and citric acid to the surface of CNWs re-
sults in the formation of a defective material (without 
applying an external potential). To gain deeper insights 
into the mechanism of electrochemical reduction of 
CNWs, a constant potential of -0.7 V was applied to 
the electrodes in a PBS solution with the addition of 
various analytes, and the resulting electrodes were 
characterized using Raman spectroscopy (Fig. 5). As 
shown, regardless of the type of analyte, the electro-
chemically reduced CNWs exhibited minimal modi-
fication of structural parameters (with the ID/IG ratio 
remaining nearly unchanged). This may be attributed 
to the lower efficiency of O-group removal, leading to 
a reduced number of defects [44, 45].
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Figure 5 – (a) Ratio of the ID/IG peaks of CNWs when 0.5 mM of different analytes  
were added to the surface of the CNWs film. (b) Ratio of the ID/IG peaks of CNWs  

in PBS solution and in different analytes at applied -0.7 V negative potential to the CNWs film.

Figure 6(a) and (b) clearly demonstrates the ef-
fect of different analytes on the position of the G 
and 2D peaks, respectively. The positions of the G 
and 2D peaks are changed by +2 and +3 cm-1, re-
spectively, upon addition of analytes. The fluctua-
tions in the Raman spectra of N-doped CNWs are 
much sharper, with the position of the G and 2D 
peaks changing by +4 and +9 cm-1, respectively, 
upon addition of analytes. The G and 2D band shifts 
are governed by mild oxidation/reduction and/or 

by charging-induced lattice expansion and lattice 
contraction upon addition of different analytes. The 
blue shift observed in the Raman bands, moving 
to higher wavenumbers, is attributed to the grow-
ing structural disorder resulting from the presence 
of oxygen-containing functional groups attached to 
the graphene sheets. These imperfections stem from 
intrinsic defects introduced by the attachment of 
oxygen functional groups to the plane and edges of 
graphene sheets [46–49].

Figure 6 – The G-peak (a), and 2D-peak (b) position extracted from  
the in-situ Raman spectrum vs different analytes.
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4 Conclusions

In conclusion, this study comprehensively in-
vestigated the structural and electrochemical proper-
ties of CNWs and N-doped CNWs through Raman 
spectroscopy and cyclic voltammetry under varying 
conditions. The introduction of analytes such as urea, 
H₂O₂, and citric acid led to noticeable changes in the 
structural parameters of the CNWs, with the ID/IG 
ratio increasing in N-doped CNWs, indicating defect 
formation and restoration of sp² domains. Electro-
chemical measurements demonstrated that applying 
a constant potential of -0.7 V in the presence of ana-
lytes minimally affected the structural integrity of the 
CNWs, as evidenced by the stable ID/IG ratio. How-
ever, N-doped CNWs exhibited sharper fluctuations 
in the positions of the G and 2D peaks, reflecting 
their enhanced sensitivity to analytes and structural 

changes due to oxidation/reduction processes. The 
observed blue shifts in Raman bands were attributed 
to structural disorder induced by oxygen functional 
groups.

Overall, the results highlight the structural sta-
bility and tunable properties of CNWs and N-doped 
CNWs, making them promising materials for appli-
cations requiring robust electrochemical performance 
and analyte sensitivity. Further studies focusing on 
the mechanisms of defect formation and reduction 
processes could provide deeper insights into optimiz-
ing their functionality for specific applications.
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Figure S2 – (a) Dependences of the intensity ratio of the G and 2D peaks, (b) dependence  
of the intensity ratio of the G and D’ peaks, and (c) dependence of the intensity ratio of the G and 2D peaks  

at -0.7V on the different analytes.
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In recent years, carbon nanomaterials have been studied for their applications in important areas of engi-
neering and technology due to their unique physical, chemical, and biological properties. The high demand 
for developing carbon nanomaterials through environmentally friendly and low-cost synthesis strategies 
has resulted in significant efforts being undertaken worldwide. This study presents the synthesis and char-
acterization of carbon nanomaterials (CNMs) using the electric arc discharge method under conditions of 
75 V and 100 A. A copper substrate was employed to promote material deposition. Structural and morpho-
logical properties were examined using SEM and Raman spectroscopy. The results revealed the formation 
of multilayer carbon nanostructures with a high degree of graphitization (up to 88.98%) and particle sizes 
ranging from 38 to 53.5 nm. Electrophysical measurements demonstrated high dielectric constants and 
semiconducting behavior over the temperature range of 293–483 K, indicating the material’s potential for 
electronic applications. The synthesis method offers a scalable, cost-effective, and environmentally friendly 
approach to producing high-quality carbon nanomaterials.

Key words: сarbon nanotubes (CNTs), graphitization, temperature dependence, nanostructured materials, 
graphitic structures. 
PACS number(s): 82.33;.Pt 82.80.− d.

1 Introduction 

The use of carbon nanomaterials, including 
CNTs and fullerenes, is currently of great impor-
tance in various modern areas of nanotechnology, 
new technological processes, and the creation of new 
high-performance and high-quality materials in bio-
logical engineering [1].

Carbon materials are materials with high strength, 
thermal and electrical conductivity, and chemical sta-
bility. They are widely used in many industries. In re-
cent years, novel carbon nanostructures and so-called 
carbon-carbon nanocomposites have been theoreti-
cally predicted and successfully synthesized. These 
materials exhibit distinct atomic structures, well-de-
fined dimensions, and diverse morphologies, leading 
to a broad spectrum of unique physical and chemical 

properties [2,3]. The electro-discharge technique is 
extensively utilized for synthesizing superior-quality 
carbon nanotubes (CNTs) as it operates at excep-
tionally elevated temperatures [4]. An overview of 
various classes of carbon nanomaterials synthesized 
from coal is presented in Figure 1.

The chemical bonding in carbon nanotubes 
(CNTs) is entirely composed of sp²-hybridized 
bonds, which are significantly stronger than the sp³ 
bonds found in alkanes, thereby imparting exception-
al mechanical strength to CNTs [5]. Notably, CNTs 
exhibit an extraordinarily high length-to-diameter ra-
tio, reaching up to 132,000,000:1, which surpasses 
that of any other known material [6].

Thanks to their distinctive hexagonal carbon 
framework, CNTs exhibit exceptional electrical, 
mechanical, and thermal characteristics, rendering 
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them highly adaptable for numerous applications in 
diverse scientific and industrial domains [7,8]. As 
members of the fullerene family, CNTs derive their 
name from their elongated, hollow, hexagonal cylin-
drical structure, characterized by single-atom-thick 
walls composed of carbon sheets known as graphene. 
These graphene layers are rolled up at specific chiral 
angles, which ultimately determine the electronic and 
mechanical properties of the resulting CNTs. The 
ends of CNTs are typically capped with a fullerene-
like molecular structure [9].

Structurally, CNTs are divided into two primary 
categories: single-walled carbon nanotubes (SW-
CNTs) and multi-walled carbon nanotubes (MW-
CNTs). Each of these structures arranges itself into 
bundles, held together by van der Waals forces, form-
ing rope-like assemblies with enhanced mechanical 
stability [10].

The primary application areas of carbon nano-
tubes (CNTs) include electronics, medicine, chem-
istry, pharmaceuticals, and biology. However, the 
selection of an appropriate CNT synthesis method 
is a critical factor when considering their potential 
for various applications. The assessment of different 
synthesis techniques is typically based on key criteria 
such as cost-effectiveness, raw material conversion 

efficiency, and process controllability [11].
After comparing many international and domes-

tic literature data, the electric arc discharge method 
was selected as one of the most effective methods 
for producing carbon nanomaterials. This method is 
based on connecting two graphite electrodes with a 
high current in an inert gas atmosphere, creating a 
stable arc discharge between them, which ensures the 
evaporation of graphite at high temperatures and the 
formation of carbon nanostructures. These methods 
ensure scalable and effective CNT production while 
allowing precise control over their structural features 
[12].

Currently, there are several common methods 
for synthesizing CNTs, namely thermal plasma [13], 
chemical vapor deposition (CVD) [14], and arc dis-
charge [15] methods. Several researchers, based on 
their research results [16], first developed a thermal 
plasma method for obtaining multi-walled CNTs 
from carbon, and secondly, a method based on the 
thermal decomposition of carbon-containing gases 
(chemical vapor deposition) accompanied by gas-
phase chemical deposition of crystalline nanocarbons 
on metal. Accordingly, the most effective of these 
methods was found to be the electric arc discharge 
method.

Figure 1 – Types of carbon nanomaterials obtained from different types of coal.
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One of the first to synthesize carbon nano-
materials using the electric arc discharge method 
was the Japanese scientist Sumio Iijima [17]. He 
studied and characterized the structure of the an-

ode formed by generating an electric arc discharge 
using a microscope. The electric arc discharge is 
caused by high current and very high temperature 
(fig. 2). 

Figure 2 – Production of carbon nanotubes using the electric arc discharge method.

Summarizing the reviewed literature, the electric 
arc discharge method can be considered as the most 
optimal method for synthesizing carbon nanotubes, 
which uses plasma-chemical and thermodynamic 
processes to generate carbon nanostructures from 
carbon-based plasma. This method is widely recog-
nized for its cost efficiency, high raw material con-
version rate, and controllability of the synthesis pro-
cess, making it highly suitable for large-scale CNT 
production [19].

During the electric discharge process, a high-
current arc is established between graphite electrodes 
in an atmosphere of inert gas, resulting in the evapo-
ration of carbon, which subsequently condenses into 
nanotubular structures. The controlled parameters 
of this method, including arc current, voltage, gas 
composition, and pressure, enable precise tailoring 
of CNT properties, such as diameter, length, and 
defect density. Due to these advantages, the electric 
discharge method remains a promising approach for 
synthesizing high-purity CNTs with well-defined 
structural characteristics, facilitating their integration 
into applications in electronics, medicine, chemistry, 
pharmaceuticals, and biotechnology [20].

The electric arc discharge method remains one 
of the most efficient and scalable techniques for the 

synthesis of various carbon nanomaterials (CNMs), 
including fullerenes, carbon nanotubes (CNTs), gra-
phene, carbon nanohorns, and core–shell nanopar-
ticles. In recent years, significant progress has been 
made in understanding the mechanisms governing 
the formation and structural evolution of these mate-
rials under arc plasma conditions.

Roslan et al. (2018) studied the transformation of 
fullerenes into multi-walled carbon nanotubes (MW-
CNTs) using arc discharge plasma, revealing insights 
into the gradual structural reorganization of carbon 
species during the synthesis process [21]. Comple-
mentarily, Raniszewski (2018) demonstrated that the 
application of an external electromagnetic field dur-
ing arc discharge leads to a noticeable improvement 
in CNT yield and crystallinity, opening new avenues 
for controlled synthesis [22].

Further development in the control of product 
morphology was achieved by Zhang et al. (2019), 
who showed that varying the buffer gas type and pres-
sure enables selective synthesis of different nanocar-
bon structures, including fullerenes, graphene, and 
nanohorns, within the same arc reactor [23]. Another 
noteworthy study by Zaikovskii et al. (2019) reported 
the formation of tin–carbon core–shell nanoparticles 
during arc discharge in helium, providing insight into 
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metal-carbon interaction and encapsulation mecha-
nisms in plasma conditions [24].

In addition to arc systems operating in noble 
gases, the synthesis of carbon nanosheets has been 
successfully conducted in gliding arc reactors. Ma et 
al. (2021) compared chemical vapor dissociation of 
toluene with graphite exfoliation, demonstrating that 
process parameters significantly affect the morphol-
ogy and surface structure of the resulting nanosheets 
[25].

A deeper understanding of nanoparticle forma-
tion dynamics in carbon arc plasma was provided 
by Yatom et al. (2018), who combined experimental 
diagnostics with numerical modeling. Their findings 
revealed that carbon nanoparticles predominantly 
nucleate in the peripheral regions of the arc, where 
temperature and carbon vapor gradients are optimal 
for nucleation and growth [26].

Arc discharge techniques have also been adapted 
for the synthesis of carbon nanomaterials from coal-
derived precursors. A 2021 study reported the fab-
rication of graphene-containing nanostructures using 
electric arc treatment of coke derived from Shubar-
kol brown coal. These materials exhibited promising 
structural characteristics suitable for applications in 
energy storage and catalysis [27].

Overall, the arc discharge technique continues to 
be a powerful and versatile tool for producing high-
quality carbon nanomaterials. The ability to control 
synthesis parameters—such as gas type, pressure, 
electrode composition, and external fields—provides 
wide tunability in nanomaterial structure and func-
tionality. Future work will likely focus on process 
scaling, hybrid nanomaterials, and integration into 
device applications.

Carbon nanomaterials, particularly carbon nano-
tubes (CNTs), have been widely investigated due 
to their exceptional mechanical, thermal, and elec-
trical properties. Numerous synthesis techniques 
have been developed, with the electric arc discharge 
method recognized for its high purity and crystallin-
ity of produced CNTs. However, despite extensive 
research, limited attention has been paid to the use 
of copper substrates in arc discharge synthesis, and 
the resulting structural, morphological, and electro-
physical properties of the synthesized CNMs remain 
insufficiently explored. In this study, we introduce a 
novel approach using a copper substrate in the elec-
tric arc discharge method (100 A, 75 V) to synthesize 
carbon nanomaterials. We characterize the resulting 
nanostructures using SEM and Raman spectroscopy 
and evaluate their electrophysical properties over a 
wide temperature range. This work provides new in-

sights into scalable production of CNMs with high 
dielectric constants and tunable electrical behavior, 
highlighting their potential for advanced electronic 
applications [28].

2 Materials and methods

The electric arc discharge method (100 A, 75 V) 
was employed to obtain nanomaterials. Pyrolysis gas 
acted as the carbon source, while graphite was used 
for the electrode and a copper plate as the substrate. 
The synthesis of carbon nanomaterials was carried 
out using the electric arc discharge method under the 
following conditions: a DC power source provided a 
stable discharge current of 100 A at a voltage of 75 
V between two high-purity graphite electrodes. The 
discharge was conducted in a sealed stainless-steel 
chamber filled with argon gas (99.999% purity) at a 
pressure of 400 Torr (approximately 53 kPa). A con-
tinuous argon flow rate of 1.5 L/min was maintained 
throughout the process to ensure an inert atmosphere 
and remove reaction by-products. The inter-electrode 
gap was set at approximately 2 mm, and the arc dis-
charge was sustained for 10 minutes per synthesis 
run. The copper substrate was positioned below the 
electrode assembly to collect deposited carbon ma-
terial, while additional deposition occurred on the 
reactor wall and electrode surface. The analysis was 
performed using a laboratory carbonization furnace, 
gas chromatograph, scanning electron microscope, 
and Raman spectroscopy 

The chemical analysis and surface morphology of 
the samples were studied using energy dispersive X-
ray spectroscopy on an SEM (Quanta 3D 200i) with 
an EDAX energy dispersive analyzer. SEM images 
were obtained with the Quanta 3D 200i field-emis-
sion gun (FEG) at magnifications of ×2000, ×10000, 
and ×50000. A 5 nm conductive gold coating was ap-
plied to the samples using a Q150T ES sputter coater 
(Quorum Technologies, UK) to prevent charging ef-
fects during imaging.

The SEM system was operated under high-vacu-
um mode, with an accelerating voltage of 5–15 kV, 
depending on the sample’s conductivity and required 
resolution. Energy-dispersive X-ray spectroscopy 
(EDS) was performed using an EDAX Apollo X de-
tector integrated into the SEM system to analyze the 
elemental composition of the samples. 

Raman spectroscopy analysis was performed us-
ing an NT-MDT NTEGRA Spectra system, which 
provides high spatial and spectral resolution for car-
bon nanomaterial characterization. A 532 nm solid-
state laser was used as the excitation source, with an 
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output power of 5 mW to prevent sample degrada-
tion. The spectral range was set from 500 to 3500 
cm⁻¹, with a spectral resolution of 1 cm⁻¹. Measure-
ments were carried out using a 100× objective lens 
(NA = 0.95), providing a spatial resolution of approx-
imately 300 nm. The system was calibrated prior to 
each measurement using the 520.7 cm⁻¹ silicon peak 
as a reference. The acquisition time for each spec-
trum varied between 10 and 30 seconds, depending 
on the fluorescence level of the sample. The intensity 
ratios ID/IG and I2D/IG were calculated to evaluate 
the degree of graphitization, defect density, and mul-
tilayer nature of the synthesized carbon nanomateri-
als. Data processing and spectral deconvolution were 
conducted using Nova PX software, ensuring precise 
background correction and peak fitting.

Measurement of electrical properties (dielectric 
constant ε, electrical resistance R) was carried out by 
measuring the electrical capacitance C of samples on 
a serial LCR-800 device (L, C, R meter) at an oper-
ating frequency of 1, 5, 10 kHz with a base error of 
0.05-0.1%.

Plane-parallel samples were pre-fabricated in the 
form of disks with a diameter of 10 mm and a thick-
ness of 1-6 mm with a binder additive (~1.5%). The 
pressing process was performed under a pressure of 
20 kg/cm². The resulting discs were then fired in a 
silit furnace at 200°C for 6 hours. Afterward, they 
were carefully polished on both sides.

The dielectric constant was determined from the 
electrical capacitance of the sample at known values 
of the sample thickness and the surface area of the 
electrodes. To obtain the relationship between elec-
trical induction D and electric field strength E, the 
Sawyer-Tower circuit was used. Visual observation 
of D (E of the hysteresis loop) was carried out on an 
S1-83 oscilloscope with a voltage divider consisting 
of a resistance of 6 mOhm and 700 kOhm, and a ref-
erence capacitor of 0.15 μF. Generator frequency 300 
Hz. In all temperature studies, samples were placed 
in an oven, the temperature was measured with a 
chromel-alumel thermocouple connected to a B2-34 
voltmeter with an error of ± 0.1 mV. Temperature 
change rate ∼5 K/min. The dielectric constant at each 
temperature was determined by the formula:
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C
=ε                              (1)

where d
SС 

 0
0

   is the capacitance of the capacitor 
without the test substance (air).

The band gap (ΔE) of the test substance was cal-
culated using the following formula:
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The calculation of the band gap (ΔE) was per-
formed using the formula, where k denotes the 
Boltzmann constant (8.6173303 × 10⁻⁵ eV·K⁻¹), R1 
is the resistance at temperature T1, and R2 is the resis-
tance at temperature T2. 

To confirm the reliability of the results, the di-
electric constant of the standard substance barium ti-
tanate (BaTiO₃) was measured at 1 kHz, 5 kHz, and 
10 kHz frequencies.

To ensure clarity in sample identification 
throughout the study, the synthesized carbon nano-
materials were categorized based on their collec-
tion location and assigned the following labels: 
S1 refers to the sample collected from the reac-
tor wall, S2 corresponds to the material deposited 
on the copper substrate, E1 designates the sample 
obtained from the graphite electrode under gas-
phase deposition conditions, and E2 represents the 
electrode-derived sample formed under solid-state 
conditions without the involvement of gas. These 
designations are consistently used in the subse-
quent sections to distinguish between the different 
sample types.

3 Results

Scanning electron microscopy (SEM) analysis 
of nanomaterials obtained from the reactor wall 
indicates the formation of flakes and finely dis-
persed agglomerates with different particle sizes 
104-116 nm. In the Raman spectra of the sample, 
two typical peaks are observed at 1361 cm-1 and 
1590 cm-1, corresponding to the D and G band. 
They are associated with the disordered structure, 
defects and ordered graphitic carbon structure of 
carbon materials. The material possesses a lim-
ited degree of graphitization (Gf = 36.08%). A 
key indicator of carbon material quality, the ID/
IG intensity ratio, was determined, while the I2D/
IG value of 0.247 (notably lower than the >1.6 
observed in monolayer graphene) and the IG/I2D 
ratio of 4.04 support the presence of a multilayer 
CNT structure. The ID/IG ratio of 1.05 suggests a 
considerable number of defects within the mate-
rial. (Fig. 3,4).
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a b c

Figure 3 – SEM images of sample S1 (100 A, 75 V). a – x2000, b – x10000, c – x50000.

Gf=36.08%, I(D)/I(G)=1.05, I(G)/I(D)=0.95, I(G)/I(2D)=4.04 (Lorentz) I(2D)/I(G)=0.247
D = 1361 cm-1; G = 1590 cm-1; 2D = 2693 cm-1

Figure 4 – Raman spectrum of sample S1 (100 A, 75 V).

The SEM images of the sample obtained from 
the substrate exhibit a graphite-like signal with vis-
ible flake-shaped particles measuring between 43 
nm and 51 nm. Raman spectroscopy shows charac-
teristic peaks at D (1354; 1341 cm⁻¹) and G (1579; 
1588 cm⁻¹). The ID/IG intensity ratio, commonly 
used to assess carbon material quality, suggests a 

graphitization degree of 38.08%. The measured 
I2D/IG values (0.217 and 0.11) are much lower 
than the typical value for single-layer graphene 
(>1.6), while IG/I2D ratios (4.6 and 8.99) indicate 
a multilayer structure. The ID/IG ratios (0.64 and 
1.025) reveal a significant number of defects in the 
material (Fig. 5,6).
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a b c

Figure 5 – SEM images of sample S2 (100 A, 75 V). a – x2000, b – x10000, c – x50000.

Gf=38.08%, I(D)/I(G)=0.64, I(G)/I(D)=1.56, I(G)/I(2D)=4.6 (Lorentz) I(2D)/I(G)=0.217
D = 1354 cm-1; G = 1579 cm-1; 2D = 2716 cm-1

Figure 6 – Raman spectrum of sample S2 (100 A, 75 V).

Nanomaterials obtained from the electrode, as 
observed in SEM images, consist of flakes and small 
spherical agglomerates with particle sizes of 38–53.5 
nm. Raman analysis confirms the formation of few-
layer graphene or CNM, with characteristic peaks at 
1360 cm⁻¹ (D band) and 1575 cm⁻¹ (G band). The 
graphitization degree was determined to be 88.98%, 

and the ID/IG intensity ratio, which assesses carbon 
material quality, was examined. The I2D/IG ratio 
(0.39) is significantly lower than that of monolayer 
graphene (>1.6), while the IG/I2D ratio (2.54) sup-
ports the presence of a low-layered carbon nanomate-
rial. The ID/IG ratio of 0.86 suggests minimal struc-
tural defects in the analyzed sample (fig. 7,8). 
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a b c

Figure 7 – SEM images of sample Е1 (100 A, 75 V). a – x2000, b – x10000, c – x50000.

Gf=88.98%, I(D)/I(G)=0.085, I(G)/I(D)=11.72, I(G)/I(2D)=2.54 (Lorentz) I(2D)/I(G)=0.39
D = 1360 cm-1; G = 1575 cm-1; 2D = 2716 cm-1

Figure 8 – Raman spectrum of sample Е1 (100 A, 75 V).

SEM analysis of the nanomaterials obtained 
from the electrode shows the presence of flakes 
and large agglomerates, with particle sizes be-
tween 49 and 56 nm. The Raman spectra from the 
sample reveal a graphite structure, marked by the 
D bands at 1346 and 1356 cm⁻¹ and the G band 
at 1580 cm⁻¹. The broad D-peak indicates that the 
sample has a low graphitization degree, with high 
disorder and numerous defects. The sample dis-

plays a heterogeneous nature. The graphitization 
degree is 53.7%, and the ID/IG ratio provides in-
sight into the material’s quality. The I2D/IG ratio 
(0.35 and 0.24) is much lower than the typical 
value for single-layer graphene (>1.6), while the 
IG/I2D ratio values of 2.87 and 4.13 suggest a 
low-layered nanomaterial. The ID/IG ratios of 
0.97 and 0.59 imply a minimal presence of de-
fects in the material (fig. 9,10).
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a b c

Figure 9 – SEM images of sample Е2 (100 A, 75 V). a – x2000, b – x10000, c – x50000.

Gf=53.7%, I(D)/I(G)=0.59, I(G)/I(D)=1.69, I(G)/I(2D)=4.13 (Lorentz) I(2D)/I(G)=0.24
D = 1356 cm-1; G = 1580 cm-1; 2D = 2717 cm-1

Figure 10 – Raman spectrum of sample Е2 (100 A, 75 V).

Among the four samples studied, sample E1 
(electrode-derived material, gas-phase deposition) 
demonstrated the highest degree of graphitization 
(88.98%) and the lowest defect density, as indicated 
by its low ID/IG ratio and prominent 2D peak in the 
Raman spectrum. This superior structural order can 
be attributed to the localized high-temperature plas-
ma environment near the electrode, which promotes 
more complete carbon rearrangement and crystalliza-
tion into graphitic domains. In contrast, sample S1 

(reactor wall deposit) exhibited a lower graphitiza-
tion degree (36.08%) and higher defect density. This 
is likely due to the cooler, less controlled deposition 
environment along the reactor wall, which results in 
rapid quenching and disordered carbon structures. 
Samples S2 and E2 showed intermediate behavior, 
reflecting the influence of both deposition surface and 
gas-phase versus solid-state formation conditions.

These differences highlight the critical role of de-
position location and temperature gradient in deter-
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mining the structural quality of the resulting carbon 
nanomaterials. The electrode surface, being directly 
exposed to the arc core, provides the most favor-
able conditions for forming high-quality, low-defect 
CNTs and graphene-like layers.

The formation of flakes and spherical agglomer-
ates observed in SEM images may result from two 
competing mechanisms: (1) layered growth from car-
bon atoms adsorbed on a substrate surface, and (2) 
volumetric nucleation in the gas phase, followed by 
aggregation during cooling. Overall, the nanostructure 
formation is primarily governed by carbon vapor con-
centration, local temperature, deposition rate, and sur-
face properties of the collection zones – all of which 

vary significantly across the different sample types.
The study focused on the electrophysical proper-

ties of carbon materials formed by the electric arc dis-
charge method at 100 A, where a high graphitization 
degree was noted. Electrophysical measurements of 
carbon nanomaterials synthesized by the electric arc 
discharge method were carried out at a temperature 
of 293-483 K in the frequency ranges of 1, 5, and 10 
kHz. Figure 11 shows how the dielectric constant (a) 
and electrical resistivity (b) of a carbon nanomaterial 
vary with temperature at frequencies of 1 kHz (I), 5 
kHz (II), and 10 kHz (III).

Comparative data on the electrical properties of 
the resulting carbon materials are shown in Table 1.

а)

b)
I
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а)

b)

II
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а)

b)

III

Figure 11 – Variation of dielectric constant (a) and electrical resistivity (b) of carbon nanomaterial  
at different temperatures at frequencies of 1 kHz (I), 5 kHz (II) and 10 kHz (III).
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Table 1 – Temperature dependence of electrical resistance (R), capacitance (C), and dielectric constant (ε)

Name of material
Dielectric constant (ε)

at 1 kHz at 5 kHz at 10 kHz
293 К 483 К 293 К 483 К 293 К 483 К

BaTiO3 1296 2159 1220 2102 561 2100
Nanomaterial 525877 287880816< 51819 37393213 24336 11181691

Electrical resistance (lgR)

BaTiO3 4.13 3.67 4.47 3.58 5.18 3.37

Nanomaterial 3.98 2.35 3.92 2.35 3.85 2.34

The findings from investigations into the tem-
perature dependence of the dielectric constant (ε) of 
a nanomaterial obtained at 100 A, 75 V show high ε 
values at all frequencies and in the range of 293-483 
K. Thus, the ε values of this material at 293 K exceed 
ε of the reference BaTiO3 by 406 times at 1 kHz, 42 
times at 5 kHz and 43 times at 10 kHz. This mate-

rial holds promise for microcapacitor technology. The 
temperature dependence of its electrical resistance (R) 
reveals semiconductor conductivity from 293-363 K, 
metallic conductivity between 363-393 K, and again 
semiconductor conductivity from 393-483 K (at 10 
kHz). According to the research, the band gap of this 
material is 0.72 eV within the 293-363 K range:

E 0,72eV
24,3
85,3lg

)293363(43,0
363293000086173,02





                                         (3)

In the temperature range of 493-483 K, 
the band gap of the material is 1.2 eV, which 

classifies it as a narrow-bandgap semicon-
ductor.

E 1,2eV
34,2
33,3lg

)393483(43,0
483393000086173,02





                                      (4)

It is important to highlight that the dielectric con-
stant of the carbon materials produced is competi-
tive with that of the new La15/8Sr1/8NiO4, which has 
a remarkably high dielectric constant in the range of 
105-106. 

During the experiment, carbon materials contain-
ing graphene were synthesized using the electric arc 
discharge method, which is considered one of the 
most promising methods for producing nanomateri-
als, allowing for the production of products of rela-
tively high purity and with few defects.

The nanomaterials synthesized, particularly sam-
ple E1, exhibited extremely high dielectric constants 
(ε), reaching up to 2.88 × 10⁸ at 1 kHz and 483 K, 
significantly exceeding those of conventional dielec-
trics such as barium titanate (BaTiO₃), which typi-
cally ranges from 10³ to 10⁴ under similar conditions. 

Compared to other carbon-based nanomaterials such 
as reduced graphene oxide or CNT–polymer com-
posites, which generally exhibit ε values in the range 
of 10²–10⁴, the results obtained in this study suggest 
a remarkably high capacity for charge storage. Addi-
tionally, the observed semiconductor-to-metal transi-
tion with temperature and narrow band gap (0.72–1.2 
eV) are comparable to or better than many reported 
CNT-based and graphene-based systems. These 
features suggest strong potential for application in 
microcapacitor technologies, temperature-sensitive 
electronic switches, and semiconducting layers in na-
noelectronic devices, especially where high dielectric 
response and thermal stability are required.

The temperature range of 293–483 K selected 
for measuring the electrophysical properties refers 
to the post-synthesis characterization phase, not the 
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synthesis plasma itself. However, water cooling was 
implemented to control the local temperature of the 
sample collection surfaces (e.g., electrode and sub-
strate) during and immediately after discharge, mini-
mizing thermal damage and improving measurement 
repeatability.

Regarding plasma temperature control, water 
cooling does not significantly reduce the central arc 
plasma temperature (typically several thousand K), 
but it plays a crucial role in moderating the surround-
ing reactor wall and electrode temperatures, which 
directly affect deposition morphology, particle ag-
glomeration, and cooling rates of the carbon nano-
materials. This indirectly influences crystallinity and 
defect formation.

A direct comparative analysis of synthesis out-
comes with and without cooling was not the primary 
focus of this study, but will be considered in future 
work. 

4 Conclusion 

In this study, carbon nanomaterials were suc-
cessfully synthesized using an electric arc discharge 
method with a copper substrate and characterized 
through SEM, Raman spectroscopy, and electrical 
measurements. A key novelty lies in the use of a cop-
per substrate and controlled collection zones (elec-
trode, substrate, wall), which revealed strong spatial 

effects on graphitization quality, defect density, and 
morphology. Among the four samples, the elec-
trode-derived nanomaterial (E1) showed the highest 
graphitization degree (88.98%) and the lowest defect 
content, highlighting the importance of deposition 
environment and thermal gradients in tailoring nano-
material properties.

Importantly, the synthesized materials exhibited 
ultra-high dielectric constants and a tunable semi-
conducting-to-metallic transition, positioning them 
as promising candidates for next-generation micro-
capacitors, sensors, and thermally responsive nano-
electronic devices.

Future work should explore scaling the pro-
cess for industrial production, optimizing substrate 
materials, and integrating these nanomaterials into 
functional electronic or energy storage systems. Ad-
ditionally, a deeper investigation into long-term sta-
bility, conductivity under varying environments, and 
mechanical properties will be valuable for broaden-
ing application potential.
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This article presents both theoretical and experimental approaches to the development of biocompatible 
coatings based on hydroxyapatite modified with titanium dioxide for orthopedic implants made from Ti-
13Nb-13Zr titanium alloy. The primary objective was to enhance the adhesion, mechanical strength and 
antibacterial properties of the coatings by employing a combined technique: micro-arc oxidation followed 
by gas-thermal spraying. The influence of electrolyte composition and micro-arc oxidation parameters on 
the coating’s morphology, surface roughness and adhesion strength were systematically investigated. The 
highest values of hardness and adhesion were achieved using electrolyte containing Na₂SiO₃, NaOH and 
Na₂S₂O₃ in conjunction with detonation sputtering method. Morphological and elemental analyses con-
firmed the density, uniform elemental distribution and minimal porosity of these coatings. Mechanical 
stability was verified through Rockwell B scale and Martens tests. The proposed dual-step surface treat-
ment strategy offers a promising route for tailoring implant surfaces with multifunctional properties. The 
obtained results demonstrate that the proposed method can significantly improve the durability and perfor-
mance of orthopedic implants by producing biocompatible, corrosion-resistant, and mechanically robust 
coatings. 

Key words: Biocompatible coatings, micro-arc oxidation, surface modification, mechanical properties, 
surface roughness, coating adhesion.
PACS number(s): 62.20.-х; 62.20. Мк. 

 

1 Introduction

Total knee and hip arthroplasty are some of the 
most successful and common surgical procedures. 
Implants are made of polyetheretherketone, UHM-
WPE, cobalt and titanium alloys, and ceramics that 
mimic the natural joint and are biocompatible [1,2]. 
Titanium alloys are widely used [3-8], but their im-
plants do not always provide effective osseointegra-
tion. To improve bioactivity, a porous layer is created 
or porous structures are developed [9]. 

The application of hydroxyapatite (HAp) coating 
was a solution to this problem; however, due to the 
brittleness of HAp, the coating can peel off, leading 
to metal ion release, infections, bleeding, and bac-
terial growth [10-12]. In mobile implants (e.g., hip 
implants), HAp particles cause fretting corrosion. 

Another problem is bacterial infection leading to im-
plant failure [13]. Pure HAp does not prevent bacte-
rial adhesion because organic substances are easily 
absorbed by its surface, creating favourable condi-
tions for their growth [14].

Thus, reinforcing nanoparticles such as Al O2, 
TiO2, etc. can be added to HAp to solve this problem. 
The development of HAp-based composites with 
TiO2, yttrium-stabilized zirconium dioxide, Al O2, 
nanodiamond, magnesium or natural fiber is actively 
investigated to improve the mechanical properties of 
HAp [15-18]. Several methods for antibacterial coat-
ings have been proposed [19, 20], including the ad-
dition of Ag ions [21], antibiotic peptides [22] and 
organic compounds [23]. In [24], the concept of a 
multifunctional coating with both the necessary func-
tionality and biocompatibility was proposed.
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From the literature analysis, it can be seen that 
among the various enhancers, TiO2 has been most 
widely used to improve the adhesion and cohesive 
strength, anti-wear properties, hardness and biologi-
cal performance of the coating [25, 26]. Moreover, it 
has been reported that TiO2 reinforcement in HA sig-
nificantly improved the corrosion resistance [27, 28]. 

HA-TiO2 based coatings are usually produced by 
plasma spraying (PS). In fact, PS is the most con-
ventional commercial method and is approved for 
the fabrication of hydroxyapatite coatings by the US 
Food and Drug Administration (FDA) [29]. Howev-
er, plasma spraying of HAp is very sensitive to crys-
talline conditions. Excessive heating of the plasma 
leads to low crystallinity of HAp and disintegration 
into more soluble phases (β-TCP) [30,31]. An amor-
phous phase is also observed in plasma spraying of 
HAp. This can lead to a decrease in coating strength 
and jeopardizes the long-term stability of the coating 
[32].

In the last decade, various authors have proposed 
to fabricate HAp coatings using alternative methods. 
Currently, methods that are free of the disadvantages 
of plasma spraying, such as vacuum plasma spraying 
[33], cold spraying [34], micro-arc oxidation (MAO) 
[35], high-velocity oxygen-fuel (HVOF) spraying 
[36], detonation spraying [37, 38], etc., are being in-
tensively studied.

Thus, HVOF, detonation spraying and MAO 
methods represent a good prospect for obtaining HA-
TiO2 based coatings on titanium alloy. The above 
methods are further developed by scientists by opti-
mizing the deposition parameters of the coatings and 
by combining several methods, etc. Thus, the proper-
ties of the coatings are related to the deposition pa-
rameters, which need to be optimized to control and 
analyze the effect of deposition parameters on the 
coating characteristics.

The role of pretreatment in enhancing the perfor-
mance characteristics of biocomposite coatings was 
identified in this phase of work. HAp-TiO2 biocom-
posite coatings were obtained using a combined tech-
nique of MAO and subsequent gas-thermal spraying 
detonation spraying, HVOF and cold spraying of 
calcium-phosphate ceramics based on hydroxyapa-
tite. Comprehensive studies of theoretical and practi-
cal aspects of the formation of biocomposite coatings 
based on various combinations of nonmetallic struc-
tures have been carried out.

Based on the above, our aim is to study theo-
retical and practical aspects of formation of biocom-

posite coatings based on hydroxyapatite with TiO2 
addition, as well as to analyse methods of their depo-
sition. Special attention is paid to combined technol-
ogies, including micro-arc oxidation and subsequent 
gas-thermal spraying, in order to optimise deposition 
parameters and improve the performance characteris-
tics of the coatings. 

2 Materials and methods 

In accordance with the set objectives, Ti-13Nb-
13Zr alloys were chosen as the object of the study. 
The choice of the research material is justified by the 
fact that Ti-13Nb-13Zr alloys are used for the manu-
facture of medical implants, such as joints and bone 
fixators, due to their biocompatibility and corrosion 
resistance, operating in temperature ranges from 
-50°C to 300°C.

The influence of microarc oxidation on the for-
mation of calcium-phosphate coatings during gas-
thermal spraying has been investigated. Samples 
from titanium alloy Ti13Nb13Zr (⌀ 25 mm) under-
went mechanical treatment, cleaning and ultrasonic 
treatment (20-80 kHz) in distilled water or cleaning 
solution, providing effective removal of contami-
nants without damage to the material.

Electrolyte compositions were individually se-
lected for each of the material samples prior to MAO 
coating:

1) 20 g/L Na₂SiO₃, 10 g/L KOH; 
2) 20 g/L H₃BO₃, 10 g/L KOH;
3) 20 g/L Na₂SiO₃, 10 g/L NaOH,10 g/L Na₂S₂O₃. 
The parameters of the microarc oxidation pro-

cess were set within the following limits: pulse du-
ration – 100-500 μs, pulse frequency – 50-100 Hz, 
current density – 0.13-0.35 A/cm², process dura-
tion – 5-20 minutes, electrical voltage – 50-100 V. 
These parameters, as well as electrolyte composi-
tions and process mode were specially developed 
for the formation of calcium-phosphate coating 
with optimal properties. The MAO device includes 
a programmable AC source Guintek “APS-77300”, 
a galvanic cooling bath, a set of electrodes, soft-
ware for controlling and monitoring the electro-
physical parameters of the process, as well as a 
digital oscilloscope that provides registration of 
kinetic dependencies during treatment. The forma-
tion of calcium-phosphate coating was carried out 
in alternating mode. 

The schematic diagram of the device for carrying 
out MAO is presented in Figure 1.
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Figure 1 – Schematic diagram of the device (a) and experimental  
setup with power supply (b) for microarc oxidation.

The surface microstructure and cross-sectional 
morphology of the coatings were studied by scan-
ning electron microscopy (SEM) on a Vega 4 (Tes-
can, Czech Republic). A tungsten filament was used 
as a cathode. To study the elemental composition of 
the obtained coatings, the Xplore 30 energy disper-
sive analysis SEM attachment (Oxford Instruments) 
was used.

Rockwell B hardness (HRB) measurements were 
made using a 1/16 inch (1.5875 mm) diameter steel 
ball under a 100 kgf (980.7 N) load. A preload of 10 
kgf ensured stable contact with the specimen surface. 
The depth of the indentation was recorded automati-
cally by the device TR 5006M, and the results were 
determined according to GOST 9013. The method 
was used to evaluate soft metals and titanium alloys 
[39] .

Hardness and modulus of elasticity of the sam-
ples were measured according to the Martens method 
(ASTM E 2546) on a hardness tester FISCHER-
SCOPE HM2000S (“Fischerscope”, Germany), at 
indenter load F = 245.2mN and dwell time 20s. Sur-
face roughness was determined according to GOST 
25142-82 using a profilometer model 130.

Adhesion was measured using a tensile testing 
machine according to ASTM C633 standard speci-
fication. A two-component epoxy system (Adhesive 
2214) was used as adhesive and the pulley diameter 
was 25 mm. After bonding, the pulleys were incubat-
ed at 24 °C and 50% relative humidity for 24 hours 
until the adhesive was fully cured.

To improve adhesion, a preliminary sandblasting 
with dry corundum was carried out (at air pressure of 
0.3-0.6 MPa, the distance from the nozzle shear of 
the jet-abrasive gun to the treated surface is 80-200 
mm).

3 Results and discussion

Surface analysis of the samples revealed differ-
ences in the morphology and porosity of the coatings 
depending on the electrolyte composition (Figure 2). 
The obtained coatings have rounded porosity, which 
indicates favorable conditions for osteointegration. 
The average pore size of MAO coatings of titanium 
alloy Ti13Nb13Zr samples is 12-23 μm, and the coat-
ing thickness varies within 3-8 μm.

Hydroxyapatite powder with a dispersity of 20-
60 μm was used as the spraying material (Figure 3). 

Figure 4 shows the values of surface roughness 
Ra depending on the modes of microarc oxidation 
(MAO) and the applied spraying method: detonation, 
cold and HVOF spraying. The first mode of MAO 
shows moderate roughness (Ra 1.8-2.0 μm) for all 
spraying methods. In the second mode, a maximum 
increase in roughness is observed, reaching Ra 2.8 
μm when HVOF is used, which is due to the enhance-
ment of the porous surface structure that promotes 
coating adhesion. In the third mode, the roughness 
decreases, especially in cold spraying (Ra about 1.8 
μm), which may be related to the densification effect 
of the coating.
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Figure 2 – Samples of titanium alloys after microarc oxidation:
Electrolyte 1: 20 g/L Na₂SiO₃, 10 g/L KOH; b) Electrolyte 2: 20 g/L H₃BO₃, 10 g/L KOH;  

c) Electrolyte 3: 20 g/L Na₂SiO₃, 10 g/L NaOH, 10 g/L Na₂S₂O₃.

Figure 3 – SEM images of hydroxyapatite powder 
with particle sizes in the range of 20-60 µm.



88

Development of biocompatible coatings...                                           Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 84-94

Figure 4 – Dependence of surface roughness parameter on microarc oxidation modes  
for different spraying methods: detonation (DS), cold (CS) and HVOF spraying.

Based on the presented data, the second electro-
lyte (20 g/L H₃BO₃, 10 g/L KOH) provides the high-
est surface roughness (Ra) after microarc oxidation, 
which is attributed to the synergistic effect of boric 
acid and potassium hydroxide. Boric acid (H₃BO₃) 
promotes active pore formation and microstructural 
rough texture, whereas potassium hydroxide (KOH) 
accelerates the oxide layer formation process by in-
creasing the ionic conductivity of the electrolyte. 
Compared to the other compositions, the first electro-
lyte (Na₂SiO₃, KOH) exhibits lower roughness due 
to the formation of a dense structure, while the third 
electrolyte (Na₂SiO₃, NaOH, Na₂S₂O₃) creates a lay-
ered surface with less porosity.

Adhesion strength plays a key role in evaluating 
the performance of coatings, as it determines their 
resistance to mechanical loads and durability under 
service conditions. The results of adhesion tests for 
these samples are presented in Figure 5. The analysis 
has shown that the choice of electrolyte composition 
and micro arc oxidation (MAO) modes has a signifi-
cant influence on the substrate surface characteristics 
and adhesion of coatings applied by different spray-
ing methods. Electrolytes based on sodium silicate 
(Na₂SiO₃) in combination with potassium hydroxide 
(KOH) or sodium hydroxide (NaOH) provide the for-
mation of porous and rough layers that are optimal 
for adhesion in high velocity HVOF and detonation 
spraying. Boric acid electrolytes (H₃BO₃) promote 
smooth and dense layers, which improves adhesion 

in cold spraying, where mechanical bonding is limit-
ed by low process temperatures. Maximum adhesion 
of the coatings is observed at an optimal combina-
tion of high porosity and surface roughness, which is 
achieved by using electrolytes with Na₂S₂S₂O₃ addi-
tion and MAO modes that promote active growth of 
the oxide layer.

Figure 6 shows the results of analysis of coat-
ings deposited by different methods on a substrate 
treated with a solution of Na₂SiO₃ (10 g/L) and 
KOH. Figure 6a of the presented micrograph of the 
coating obtained by high-speed gas thermal spray-
ing method shows the structure, the zone (~0-16 
μm) calcium (Ca) and phosphorus (P) concentra-
tion reaches a maximum at a depth of ~12-16 μm, 
indicating the formation of calcium-phosphate 
compounds. In Figure 6b, it can be seen that the 
coating is virtually absent, as evidenced by the fol-
lowing facts: the distribution of elements such as 
calcium (Ca) and silicon (Si) remains almost un-
changed and uniform, indicating their association 
with the substrate material rather than the spraying 
layer (Figure 6c). The hydroxyapatite coating ob-
tained by the detonation method has a thickness of 
~30 μm and is characterized by a stable structure 
and good adhesion to the substrate. The presence 
of key elements (Ca, P, O) confirms the success-
ful formation of the functional layer, although po-
rosity may affect the mechanical properties of the 
coating.
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Figure 5 – Dependence of coating adhesion strength on microarc oxidation modes  
for different spraying methods: detonation (DS), cold (CS) and HVOF spraying.

Figure 6 – Morphology and distribution of elements in coatings obtained  
by different methods: (a) HVOF, (b) cold spraying, (c) detonation spraying.
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Figure 7 shows the analysis results of coatings de-
posited on a substrate with a pre-formed MAO layer 
in a solution of 20 g/L H₃BO₃ and 10 g/L KOH using 
three methods: (a) high-speed gas-thermal spraying, 
(b) cold spraying, and (c) detonation spraying

High-speed gas-thermal spraying formed a 
dense coating ~18 μm thick with a uniform distribu-
tion of calcium and phosphorus (Figure 7a), and a 
high oxygen content indicating a protective oxide 
layer. In Figure 7b, it can be seen that the distri-
bution of hydroxyapatite is heterogeneous as evi-
denced by a peak of calcium (Ca) at ~18-22 µm 
depth and a rapid decrease in its concentration indi-
cating localized deposition of material. The coating 
has a porous structure and a maximum thickness of 
about ~18 μm, beyond which the titanium (Ti) sub-
strate begins, indicating an insufficient thickness of 
the functional layer. The low oxygen (O) concentra-
tion and the absence of significant phosphorus (P) 

content indicate poor formation of the hydroxyapa-
tite layer.

Figure 7c shows that the coating is characterized 
by a dense structure and thickness up to ~30 μm, after 
which the titanium substrate begins, confirmed by a 
sharp increase in the concentration of titanium (Ti). 
The main component of hydroxyapatite, calcium 
(Ca), is uniformly distributed in the working layer 
(~10-30 μm), but the concentration of phosphorus 
(P), characteristic of hydroxyapatite, is either too low 
or not detected in the spectrum. Oxygen (O) is de-
tected in significant amounts, indicating the presence 
of oxide phases, while magnesium (Mg) and silicon 
(Si) are present in trace amounts. Despite the high 
density and minimal porosity of the coating, the in-
sufficiently uniform distribution of hydroxyapatite 
may limit the biocompatibility and protective proper-
ties of the coating, requiring further optimization of 
the spraying process.

Figure 7 – Morphology and distribution of elements in coatings obtained  
by different methods: (a) HVOF, (b) cold spraying, (c) detonation spraying.
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Figure 8 shows the microstructures and el-
emental analysis results of coatings deposited on 
substrates with pre-formed MAO layer in a solu-
tion of 20 g/L Na₂SiO₃, 10 g/L NaOH and 10 g/L 
Na₂S₂O₃, using three methods: high-speed gas-
thermal spraying (a), cold spraying (b) and detona-
tion spraying (c). The coating obtained by high-
speed gas-thermal spraying method has a thickness 
up to ~12-16 μm, a dense structure and a high con-
centration of oxygen (O) and silicon (Si), which 

provides its protective properties. Cold spraying 
forms a coating up to ~28 µm thick, but its struc-
ture is porous and the distribution of calcium (Ca) 
and silicon (Si) is non-uniform, which reduces the 
effectiveness of the coating. Detonation spraying 
produces a ~30µm thick coating with a uniform 
distribution of calcium (Ca), magnesium (Mg) and 
oxygen (O), providing density and minimal poros-
ity, making this method the most effective for cre-
ating protective layers.

Figure 8 – Morphology and distribution of elements in coatings obtained  
by different methods: (a) HVOF, (b) cold spraying, (c) detonation spraying.

The study was complemented by measurements 
of the hardness of the top layer of the coatings on 
the Rockwell B scale (HRB). The results in Figure 
9 show that the detonation sprayed coatings have 
the highest HRB values due to the dense structure 
and minimal porosity of the top layer. High-speed 
gas-thermal spraying shows average HRB hardness 

values, confirming the balance of mechanical char-
acteristics and uniformity of the coating structure. 
Cold sprayed coatings have minimal HRB hard-
ness due to high porosity and insufficient layer den-
sity. Thus, detonation spraying provides the high-
est hardness and strength values among the studied 
methods.
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Figure 9 – Results of microhardness study of biocomposite coatings:  
detonation (DS), cold (CS) and HVOF spraying.

4 Conclusion

An effective technology for forming biocom-
patible coatings based on hydroxyapatite modified 
with titanium dioxide (HAp-TiO₂) for orthopaedic 
implants made of titanium alloy Ti-13Nb-13Zr has 
been developed and experimentally validated. The 
combined approach including micro-arc oxidation 
and subsequent gas-thermal spraying (HVOF, deto-
nation and cold spraying) significantly improved ad-
hesion, density and mechanical characteristics of the 
coatings.

It was found that both the parameters of micro-
arc oxidation and the composition of the electrolyte 
exert a strong influence on the substrate’s morphol-
ogy and roughness, creating favorable conditions 
for robust adhesion of the coating layer. The highest 

values of roughness (up to Ra 2.8 μm) and adhe-
sion strength are achieved using a boron-containing 
electrolyte and the method of high-speed gas-ther-
mal spraying. The best mechanical characteristics, 
including maximum hardness and minimum poros-
ity, were recorded for the coatings obtained by deto-
nation spraying.

Overall, the optimal combination of the param-
eters of micro-arc oxidation and coating method al-
lows to form strong, uniform and functional biocom-
patible layers capable to increase the reliability and 
service life of orthopaedic implants.
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This study investigates the corrosion behavior of NZ30K + 0.1 wt.% Ag alloy coated with a silver layer 
containing copper impurities introduced unintentionally during plasma spraying. X-ray spectral analysis re-
vealed the coating composition as 60.1 wt.% Ag and 39.9 wt.% Cu, which significantly influenced the corro-
sion performance in Ringer–Locke solution. Intense contact corrosion occurred at coating defects, initiating 
crevice corrosion and delamination at the transition between cylindrical and flat surfaces. A rapid negative 
shift in corrosion potential (E<sub>cor</sub>) at 29.9 mV/s was observed–1.67 times faster than in samples 
with a 1200 nm thick pure silver coating. Subsequently, the shift rate decreased to 0.008 mV/s and stabilized 
at –1.356 V. Localized corrosion developed into pitting and deep ulcers due to selective anodic dissolution, 
resembling damage typical of stainless steels in chloride environments. The results indicate that copper con-
tamination in silver coatings on NZ30K-based biodegradable implants is detrimental, as it accelerates local 
corrosion and hydrogen evolution, potentially contributing to muscle necrosis during bone healing.

Key words: Biodegradable magnesium alloy, NZ30K-Ag composite, corrosion in Ringer-Locke solution, 
copper-contaminated silver coatings, localized and crevice corrosion. 
PACS number(s): 81.40.Np.

1 Introduction 

Recently, biodegradable implants made of mag-
nesium alloys have been used in traumatology [1]. 
Magnesium is not capable of forming self-protec-
tive oxide films [2], so its alloys with Al, Ca, Cu, 
Fe, Li, Mn, Ni, Sr, Zn [3-6], often modified with 
rare earth elements, are used to produce biodegrad-
able implants for a controlled rate of their dissolu-
tion in the osteosynthesis process [7]. In addition, 
polymer coatings on the surface of biodegradable 
implants [8-12] and silver metallization [13] are 
often used to address these issues. In paper [14], 
NZ30K alloy additionally alloyed with 0.1 wt.% Ag 
was proposed for the production of biodegradable 
implants. It has high mechanical properties [15] and 
specific shock absorption capacity [16], which are 
required for such products [17], does not contain 
toxic chemical elements and does not contribute to 
biological complications, such as Alzheimer’s dis-
ease, muscle destruction, and does not reduce osteo-
clast activity [18,19]. Zinc, Zr, and Nd in NZ30K 
alloy significantly reduce the rate of general corro-
sion (~50%) during osteosynthesis [20], but they 

form inclusions, intermetallic and other secondary 
phases, which in chloride-containing media, such as 
Ringer Locke solution, create microgalvanic pairs 
with a solid magnesium solution [21], which is the 
cause of pitting in the vicinity of these inclusions 
[22]. This is also inherent in stainless steels and al-
loys that are passivated [23-26]. In paper [27], it has 
been found that point and linear microdefects in the 
silver coating on the surface of the NZ30K alloy 
+ 0.1 wt.% Ag were the focus of the nucleation of 
contact and crevice corrosion in the Ringer-Locke 
solution. They contributed to the local delamination 
of the coating from the alloy and the development 
of pitting and crevice corrosion, which proceeded 
according to the mechanisms established in [28-30]. 
At the same time, when silver is applied to the sur-
face of the NZ30K+0.1 wt.% Ag alloy, it is possible 
that copper from the base on which the silver target 
is located may accidentally enter the coating. Under 
such conditions, copper can selectively dissolve in 
the silver coating. Therefore, the paper investigated 
the effect of copper in a silver coating on the surface 
of NZ30K+ 0.1 wt.% Ag alloy on its local corrosion 
destruction. 

https://doi.org/10.26577/phst20251219
https://orcid.org/0000-0002-4589-6811
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2 Materials and methods 

We studied samples of silver-alloyed magnesium 
alloy NZ30K, which were smelted in an induction 
crucible furnace and subjected to aging [14]. The 
diameter of the samples was 12 and the length was 
30 mm. Their chemical composition by the X-ray 
spectral method using the INKA ENERGY 350 has 
been determined (Table 1). 

The samples of the alloy under study were clad 
with a 1300 nm thick layer of silver using a DC 
magnetron sputtering system equipped with a circu-
lar source and an Ag target (50 mm in diameter) in 
a gas discharge. The vacuum chamber of the system 
was a cylinder with an internal diameter and height of 
500 mm. Cylindrical samples made of silver-alloyed 

NZ30K alloy + 0,1 mass. % (Table 1) were chemically 
degreased and cleaned by ultrasonication in a hot etha-
nol bath for 10 minutes and dried in warm air. Then 
they were mounted on a rotating (9 Hz) fixture located 
90 mm from the sputtering source. Before deposition 
of the silver coating, air was pumped out of the cham-
ber by a diffusion oil pump to a residual pressure of 
1-10-3 Pa. The samples were ion-etched at a bias po-
tential of 1000 V for 15 minutes at a pressure of 1.5 
Pa. An unbalanced magnetron was used in a 600 mA 
DC mode at 400 V. The silver coating was applied at 
a constant magnetron power of 240 W and a base bias 
voltage of 100 V. The argon pressure in the deposi-
tion chamber was 1.0 Pa. The time of silver deposition 
on the surface of the studied magnesium alloy was 25 
minutes for a coating thickness of 1300 nm. 

Table 1 – Chemical composition of silver alloy NZ30K + 0,1 mass. % Ag.

Alloy Content of chemical elements, wt. % 

NZ30K+Ag 
Mg Zn Zr Nd Ag 

95.57 0.69 0.86 2.76 0.09 

The chemical composition of the coating on the 
surface of the NZ30K alloy + 0.1 wt.% Ag was de-
termined by X-ray spectroscopy using the INKA 
 ENERGY 35, in particular, it has been determined 
that the silver content was 60.1 and copper was 39.9 
wt. %. 

Corrosion tests of silver clad samples with cop-
per impurities have been carried out in a Ringer-
Locke solution (an aqueous solution of undistilled 
water with the following chemical reagents, in mg/l 
NaCl – 9; NaHCO3 ; CaCl3 ; KCl 0.2; C6H12O6 – 1) at 
a temperature of 20±1°C. 

The establishment of the steady-state value of the 
corrosion potential Ecor on the tested samples on the 
PN-2MK-10A potentiostat in automatic mode has 
been recorded. The surface of the corrosion damage 
on the samples after their testing in the Ringer-Locke 
solution using an optical microscope MMR-2P and 
a scanning electron microscope JSM6360 with an 
energy dispersive microanalyzer JED-2300 has been 
examined. 

3 Research results and discussion 

According to the results of metallographic analy-
sis of the surface of a sample made of NZ30K alloy + 
0.1 wt.% Ag (Table 1) clad with a layer of silver and 

copper, last one accidentally got into it from a cop-
per base for a silver target during plasma spraying, it 
has found that it has an ordered microstructure with 
micropores up to 0.1 μm in size (Fig. 1). 

 

Figure 1 – Microstructure of a 1300 nm thick silver  
and copper clad layer on the surface of a NZ30K+0.1 wt.%  

Ag alloy sample (×1000).
 

It has been found that through these micro-
pores in the coating, the NZ30K alloy + 0.1 wt.% 
Ag came into contact with the Ringer-Locke so-
lution in which the sample has been tested. This 
caused contact corrosion on the end surface of the 
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sample (Fig. 2), which developed into crevice cor-
rosion at the transition points of the end surface 
of the sample to the cylindrical surface and led to 

the formation of cracks in the coating and its de-
lamination from the alloy (upper right corner of 
the sample, Fig. 2). 

Figure 2 – End surface of a sample made of NZ30K alloy + 0.1 wt.% Ag clad 
with a layer of silver with copper impurities with a thickness of 1300 nm  

after corrosion tests in Ringer-Locke solution.

It should be noted that the cylindrical surface of 
the sample underwent more intense localized corro-
sion damage than the end surface (Fig. 3). Most like-
ly, this is due to the technological features of coating 
on different surfaces of the sample and the state of 
their surfaces formed after casting and mechanical 
cutting of the end surface. 

Figure 3 – Cylindrical surface of a sample made of NZ30K 
alloy + 0.1 wt.% Ag clad with a layer of silver with copper 

impurities with a thickness of 1300 nm after corrosion tests in 
Ringer-Locke solution.

Scanning electron microscopy of the surfaces of 
local corrosion damage of the studied sample (Figs. 
2, 3) showed that they have a characteristic devel-
oped microrelief (Fig. 4) inherent in the selective 
dissolution of steels and alloys at the anode areas in 
corrosive media. This is consistent with the data of 
[31, 32]. 

Pores (~25 µm) and corrosion tunnels on the 
surface of the local corrosion damage of the test 
sample have been found (Fig. 4). According to [33], 
they can be formed as a result of the ionization of an 
electronegative chemical element on the surface of 
the alloy (Mg), which contributes to the formation 
of unbalanced vacancies that diffuse into its volume, 
where they coagulate and form pores. This tendency 
can be supported only by the solid-phase diffusion 
of magnesium atoms to the surface of local corro-
sion damage, as the chemical element with the most 
negative value of the standard electrode potential in 
the NZ30K alloy + 0.1 wt.% Ag, and Zn, Zr, Nd, 
and Ag in the opposite direction, since they are ther-
modynamically more stable than Mg [34, 35]. The 
observed (Figs. 2-4) local corrosion damage of the 
studied sample is characterized by critical potentials 
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(Table 2) at which its corrosion behavior has changed 
significantly, since (Fig. 4) shows the reorganization 
of the surface layers of the alloy with the formation 
of pores from corrosion tunnels that turned into cor-

rosion ulcers. It should be noted that such mecha-
nisms of formation of localized corrosion damage on 
the surface of samples of stainless steels and alloys 
were revealed in [28-30, 31, 36]. 

Figure 4 – Characteristic microrelief of the surface of local corrosion damage of a sample  
of NZ30K alloy + 0.1 wt.% Ag clad with a layer of silver with copper impurities  

with a thickness of 1300 nm after corrosion tests in Ringer-Locke solution.
 

Table 2 – Corrosion potentials Ecor of NZ30K alloy + 0.1 wt.% Ag clad with a layer of silver and copper 1300 nm thick depending on 
the time of exposure of samples in Ringer-Locke solution.

No. of 
points τ, s Ecor , V

No. of 
points τ, s Ecor , V

No. of 
points τ, s Ecor , V

1 4 -1.30944 21 300 -1.34432 41 1012 -1,3472 
2 12 -1.31008 22 332 -1.34368 42 1044 -1,34912 
3 20 -1.3104 23 364 -1.34432 43 1076 -1,34976 
4 28 -1.31008 24 396 -1.34336 44 1140 -1,35328 
5 36 -1.31136 25 428 -1.34368 45 1172 -1,35168 
6 44 -1.31232 26 460 -1.344 46 1204 -1,35264 
7 52 -1.31296 27 492 -1.344 47 1236 -1,35424 
8 60 -1.31456 28 524 -1.34624 48 1268 -1.3536 
9 68 -1.31488 29 556 -1.34528 49 1300 -1.35424 
10 76 -1.31456 30 620 -1.3472 50 1364 -1.35328 
11 84 -1.31456 31 652 -1.34784 51 1396 -1.35264 
12 92 -1.31424 32 684 -1.3472 52 1428 -1.35296 
13 100 -1.3152 33 716 -1.3456 53 1492 -1.35232 
14 108 -1.31584 34 748 -1.3472 54 1524 -1.35264 
15 116 -1.31648 35 780 -1.3472 55 1556 -1.35296 
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No. of 
points τ, s Ecor , V

No. of 
points τ, s Ecor , V

No. of 
points τ, s Ecor , V

16 124 -1.31584 36 812 -1.34784 56 1588 -1.35296 
17 140 -1.3168 37 876 -1.34752 57 1652 -1.35488 
18 148 -1.31744 38 908 -1.34624 58 1684 -1.35648 
19 156 -1.31776 39 940 -1.3472 59 1748 -1.35616 
20 172 -1.31808 40 972 -1.34912 60 1796 -1.35552 

Continuation of the table

According to the results of the analysis (Fig. 5) 
and (Table 2), it has been found that after the first 156 
seconds of testing, the potential of the sample under 

study shifted to the negative side at a rate of 0.1 mV/s. 
This is 1.67 times more intense than for a sample of 
the same alloy clad with a 1200 nm thick silver layer. 

Figure 5 – Dependence between the corrosion potential Ecor of NZ30K alloy + 0.1 wt.% Ag clad 
with a layer of silver with copper impurities 1300 nm thick and the time of corrosion tests (τ)  

of the sample in Ringer-Locke solution.

Further, it has been recorded that the potential 
Ecor of the test sample abruptly shifted to the nega-
tive side from -1.31808 (point 20 after 172 seconds 
of testing (Table 2) to -1.344 V (points 26, 28 after 
460 and 492 seconds of testing (Table 2) (Fig. 5). 
Thus, it has been found that the rate of shift of the 
potential Ecor of the sample to the negative side was 
29.9 mV/s. This is due to the sudden detachment of 
a significant portion of the Ag+Cu clad layer from 
the alloy surface and a rapid increase in its contact 
area with the Ringer-Locke solution (Figs. 2, 3, 5). 
It should be noted that after that, a slow shift of the 
potential Ecor towards the negative side has been ob-
served (Fig. 5). In particular, it shifted to the negative 
side from -1.34624 (point 28 after 524 seconds of 
testing (Table 2) to -1.35648 and -1.35616 V (points 
58, 59 (Table 2). Thus, it turns out that the rate of this 

process was 0.008 mV/s and remained constant until 
the steady-state value of the corrosion potential Ecor of 
the sample has been established. A similar trend was 
observed for the sample of the NZ30K alloy + 0.1 wt. 
% Ag clad with a 1200-nm-thick silver layer. This 
shows that the copper in the silver coating intensifies 
contact corrosion between it and the alloy only at the 
first stage of testing, which accelerates its delamina-
tion and increases the area of contact between the al-
loy and the Ringer-Locke solution, which contributes 
to a rapid shift in the potential Ecor in the negative 
direction (Fig. 5). Further, the processes of corrosion 
dissolution of the sample proceeded according to the 
mechanisms inherent in the selective dissolution of 
steels and alloys at the anode areas [24, 32, 34, 36]. 
They determine the mechanisms of local anodic pro-
cesses in alloys [28-30, 36], which depend on their 
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specific magnetic susceptibility, which determines 
the atomic state of the solid solution [37].

It should be noted that after immersion of the test 
sample in the Ringer-Locke solution, its potential 
Ecor was 62, 113, 124, and 109 mV higher than that 
of samples with coating thicknesses of 1200, 900, 
500, and 200...300 nm, respectively. In addition, the 
difference between the steady-state values of corro-
sion potentials and those established after immer-
sion of samples with a coating thickness of 1300 
(Ag+Cu), 1200, 900, 500, and 200...300 nm (Ag) in 
the solution was 47, 55, 48, 32, and 27 mV, respec-
tively. This may indicate that the intensity and du-
ration of contact and crevice corrosion, which was 
accompanied by delamination of the coating from 
the alloy, was the lowest in samples with a coat-
ing thickness of 200...300 and 500 nm. At the same 
time, it should be noted that the potential difference 
found when establishing the steady-state values of 
corrosion potentials Ecor , for the sample with a coat-
ing thickness of 1300 nm (Ag+Cu) was even less 
than for the samples with 1200 and 900 nm, but the 
depth of local corrosion damage was the greatest. 
This is due to a decrease in cathodic depolarization 
under the influence of copper and an increase in the 
potential difference between the alloy and the coat-
ing. Thus, it can be noted that the presence of cop-
per in the silver coating on the surface of implants 
is not permissible. 

Summarizing the above, it can be noted that the 
sample of NZ30K+0.1 wt. % Ag clad with a 1300 
nm thick layer of silver with copper impurities from 
the base on which the silver target for plasma spray-
ing was placed, underwent intense contact and crev-
ice corrosion with delamination of the coating at 

the intersection of cylindrical and flat surfaces. This 
contributed to the development of pitting and crev-
ice corrosion of the sample under the influence of a 
chloride-containing media by mechanisms inherent 
in stainless steels and alloys. In addition, they were 
accelerated by the selective dissolution of copper in 
the silver coating. 

4 Conclusion

According to the results of corrosion tests of a 
sample of NZ30K alloy + 0.1 wt. % Ag clad with 
layer of silver with copper impurities, it has been 
found that it was subjected to intense contact and 
crevice corrosion. It was accompanied by delamina-
tion of the coating from the alloy at the intersection 
of the cylindrical and end surfaces. In these places, 
pitting and ulcerative corrosion under the influence 
of a chloride-containing media was observed by 
mechanisms inherent in stainless steels and alloys. It 
is shown that the surfaces of corrosion pits on the 
studied sample have a characteristic microrelief in-
herent in the selective dissolution of metals on the 
anode areas of steels and alloys with pores (up to ~25 
μm) formed as a result of the coagulation of nonequi-
librium vacancies in the process of solid-phase dif-
fusion of alloy components in their vicinity. It was 
found that the Ecor corrosion potential of the sample 
shifted to the negative side at a rate of 29.9 mV/s 
for 320 seconds, which is associated with localized 
coating delamination. Further, a slow negative shift 
of Ecor was observed at a rate of 0.008 mV/s until it 
reached a steady-state value of -1.356 V. It is proved 
that the presence of copper in the silver coating on 
the surface of implants is unacceptable. 
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This study focuses on the analysis of underground waters from Khaudak and Uchkizil, located in the south-
ern region of Uzbekistan. These waters are characterized by the presence of various mineral salts, including 
iodine-containing compounds. The research examines the similarities between these waters, as well as their 
compositional changes over time under the influence of external environmental factors. Water samples col-
lected at different intervals were analyzed to monitor variations in composition. The elemental content of 
the samples was determined using X-ray fluorescence (XRF) analysis, which revealed that iron compounds 
present in the water tend to precipitate over time. The initial iron content of the water was approximately 
0.130%, with subsequent sedimentation resulting in iron-rich deposits containing up to 65% iron. In addi-
tion, a freshly collected water sample was treated with specific oxidizing agents for iodine and stored for 
one month. This process led to the formation of a reddish-brown precipitate primarily composed of iron and 
chlorine, with minor components including iodine and similar elements. The precipitate was found to con-
tain 1.317% iodine, corresponding to 7.66% (21.32 mg/L) of the total iodine content in the Haudak water. 
Furthermore, exposure of the water to ultraviolet light under open-air conditions resulted in the oxidation 
and volatilization of iodine, indicating its sensitivity to photochemical degradation. 

Key words: Khaudak, Uchkizil, iron (III)-chloride, X-ray fluorescence.
PACS number(s): 78.55.−m; 92.20.cn; 92.40.K.

1 Introduction

In recent years, iodine-related health issues have 
become increasingly prominent worldwide. A grow-
ing number of iodine deficiency disorders are being 
reported, both in terms of incidence and variety. One 
of the urgent tasks in addressing these concerns is 
the study and analysis of iodine-bearing surface and 
groundwater sources. This includes detailed exami-
nation of physical and chemical characteristics such 
as temperature, color, mineral composition, and den-
sity. Among these sources, Khaudak and Uchkizil 
groundwaters in southern Uzbekistan are of particu-
lar interest due to their high mineralization and sig-
nificant iodine content.

Studies conducted in South China have shown 
that iodine concentrations in groundwater often ex-
ceed the World Health Organization’s recommended 
range of 5–300 μg/l. The enrichment of iodide is es-
pecially pronounced under mildly acidic (pH ≈ 6.6) 
and reducing conditions (Eh ≈ 198.4 mV) [1]. Based 

on the results of iodine analysis in seven geo-ecolog-
ical zones across China, 4 levels were recognized in 
groundwater with concentrations of less than 10 μg/l 
and greater than 300 μg/l [2]. It has been determined 
that iodine in water exists primarily as molecular io-
dine (85.6%), followed by iodide ions (3.2%), iodate 
(9.1%), and iodine chloride (2.1%) [3]. Microorgan-
isms are known to play a critical role in the iodine 
biogeochemical cycle by mediating oxidation, re-
duction, volatilization, and deiodination processes. 
Comparative metagenomic analyses of deep ground-
water in the North China Plain revealed the presence 
of idrABP1P2 gene clusters involved in the reduc-
tion of iodine species. Additionally, iron- and sulfur-
reducing bacteria may contribute to iodide formation 
via reductive dissolution of iron minerals and abiotic 
iodate reduction [4]. In addition, the water of the Da-
tong Basin was analyzed. According to it, the range 
of iodine in the groundwater of the Datong Basin was 
4-2175 μg/l, and it was determined that the enrich-
ment of iodine in the groundwater was due to the ac-
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tion of microorganisms. [5]. In Danish groundwater, 
iodine concentrations were observed in 23 ground-
water wells between 2011 and 2021. The study found 
that iodine concentrations fluctuate over time. [6]. 
Concentrations of iodide (I-), iodate (IO3 -), and to-
tal iodine (TI) from natural iodine species were stud-
ied at four Danish research sites. TI concentrations 
in groundwater ranged from 5 to 14,500 μg/l. High 
TI concentrations in the four iodine specification ar-
eas were characterized by three main causes: atmo-
spheric deposition and leaching from iodine-enriched 
soil due to proximity to the sea, desorption of aquifer 
sediments from marine organic matter and iodine-en-
riched soil, and the effect of iodine from minerals and 
residual brines leading to upward diffusion of iodine. 
[7]. In addition, iodide, iodine, and common iodine 
in the main drinking water samples were analyzed 
in this country. 6 regions with an average of 15 μg/l 
and close to 12 μg/l were identified [8]. Within the 
Commonwealth of Independent States (CIS), iodine-
rich groundwaters have been investigated in Russia, 
Azerbaijan, Turkmenistan, Uzbekistan, and Ukraine. 
Among total proven reserves, Turkmenistan holds 
approximately 40% of iodine-rich groundwater, fol-
lowed by Russia (34%), Azerbaijan (22%), Ukraine 
(3%), and Uzbekistan (1%) [9]. In most cases, high-
iodine waters were drawn from wells 75–120 m deep. 
The combination of high pH and a reducing environ-
ment facilitates iodine enrichment, accounting for 
63.2–99.3% of the total iodine content. Sediment 
samples from such wells contain 0.18–1.46 mg/kg of 
iodine, moderately correlated with total organic car-
bon (TOC) [10].

External factors also influence changes in the 
amount of iodine in natural waters. For example, 
when studying the effects of ozone on iodine on the 
sea surface for a certain period of time, a decrease in 
iodine emission was detected [11]. Iodine concentra-
tions in the solution were measured at different tem-
peratures and at different time intervals. According 
to the results of the study, which contained iodine, 
when frozen samples were stored for a long time, it 
was found that the amount of iodine changed little. 
[12]. In some studies, however, iodide detection is 
achieved by oxidizing iodide to hypoiodic acid using 
monochloramine [13]. And the detection of iodine 
and total iodine in seawater by the method of differ-
ential pulse polarography brings some convenience. 
For example, it is convenient to determine the amount 
of iodine after oxidation of iodide to iodine by expo-
sure to ultraviolet light by very low chemical process-
ing [14]. More than a dozen chemical reagents have 

been applied to identify iodine and Bromine species 
in marine sediments. As a result, iodine was found to 
exist mainly in the electro-positive state in the form 
of N-iodoamides, while bromine was found to exist 
in a variety of chemical forms [15]. The effect of ul-
traviolet rays on iodine present in marine waters was 
studied based on the spectrophotometric method, and 
iodide was then analyzed by difference [16].

The conversion of iodide into elemental iodine is 
favored in acidic environments and can be enhanced 
by pre-acidification using hydrochloric or sulfuric 
acids, followed by oxidative treatment to release free 
iodine into the air [17, 18]. In practical applications, 
electrodialysis is employed to concentrate iodized 
sodium chloride from brines, a process used in Japan 
to produce various types of iodized table salt [19]. 
The synthesis of polyaniline nitrocellulose (PANS) 
was carried out using aniline (AN) and nitrocellulose 
(NS). This substance was used as the main product 
for ion exchange membranes. As a result, research is 
ongoing on the use of PANS as a new ion exchange 
membrane for the separation of iodine from saline 
waters. [20], The crystal structure and Hirshfeld sur-
face analysis results of the newly synthesized com-
plex compound [Cd(OPD)3SO4] H2O derived from o-
phenylenediamine (OPD) are being studied, and the 
sorption properties are being analyzed. [21]. 

Currently, the composition of sorbents obtained 
as a result of numerous syntheses is carried out us-
ing analyzers operating on the basis of luminescence 
properties. For example, the interaction of charged 
particles – protons, nitrogen, oxygen and carbon ions 
– with LiF single crystals was studied using the lu-
minescence method. [22]. The properties of the ther-
mally stimulated luminescence (TSL) peak in the 
phase transition temperature region were also studied 
through the spectral-luminescent properties of am-
monium halide crystals. [23].

This study focuses on the Khaudak and Uchkizil 
underground waters located in the Surkhandarya re-
gion of Uzbekistan, which are known to contain el-
evated concentrations of iodine alongside other min-
eral salts. These waters offer a unique opportunity to 
explore the physicochemical mechanisms underlying 
iodine retention and mobilization under natural and 
induced conditions. To this end, water samples were 
collected and analyzed for baseline parameters, in-
cluding temperature, color, mineral composition, and 
density. The effects of environmental exposure and 
oxidative treatments on the chemical composition of 
the waters were examined using X-ray fluorescence 
(XRF) spectroscopy.
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2 Materials and methods

Polyethylene containers with a capacity of 5 li-
ters and 1 liter for storing brine samples and form-
ing sediment; 100 ml beakers and flasks for sepa-
rating the formed sediment; Büchner funnel, filter 
paper and vacuum pump for filtering the sediment; 
Glass beaker, drying cabinet for drying the separated 
sediment; Thermometer with a range of 0-100 °C 
for monitoring the temperature of the initial water 
sample and the conditions during sediment forma-
tion; Areometer for determining the density of brine; 
30% solution of iron (III) chloride for oxidizing the 
iodide compound contained in brine; X-ray fluo-
rescence analyzer for analyzing the composition of 
water and sediment; When iron (III) chloride is used 
as an oxidant to separate iodine from brine, a selec-
tive oxidation process for iodine occurs, since most 
iodine-containing groundwater sources also contain 
bromine along with iodine, and iron (III) chloride 
cannot oxidize bromine, and iodine can be separated 
separately. After determining the amount of ions in 
brine, it is possible to draw clear conclusions about 
the method by which iodine can be separated.

The X-ray fluorescence analysis. EDX-8100P 
Energy Dispersive X-Ray Fluorescence Spectrom-

eter (SHIMADZU). This spectrometer with ranges 
of detectable elements from C to U. The X-ray tube 
consists of a Rh-anode and operates at a voltage of 
4-50 kV. The given range of concentrations is from 
ppm to 100%.

3 Experimental part

Khaudak water is extracted from the ground from 
a depth of about 3,000 meters, and Uchkizilwater 
from a depth of about 400 meters. They are mainly 
present at temperatures of 70-80 °C and 25-30 °C, 
respectively, at the time they are mined underground. 
A solution of a brown-reddish suspension is formed 
when the water of the tank drops from its initial tem-
perature to room temperature (15-25 °C) and gradu-
ally forms a precipitate for 5-6 days. The Uchkizil 
water will not be significantly hot when mined, and 
the color of the solution will also be clear and close 
to transparency. Therefore, brown-reddish sediment 
from it falls less often. Below, a brown-reddish sedi-
ment obtained over 30 days from Uchkizil water was 
separated and dried, and the spectra obtained from the 
X-ray fluorescent analyzer (Figure 1) and images in a 
scanning electron microscope (Figure 2) obtained at 
a particle size of 10 µm were given (Table 1).

Figure 1 – X-ray fluorescence analyzer spectrum of sediment taken from Uchkizil water.
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Figure 2 – SEM image of the sediment taken from Uchkizil water.

Table 1 – Quantitative result of the X-ray fluorescence analyzer of the sediment obtained from Uchkizil water.

Analyte Result [3-sigma] Proc.-Calc. Line Int.(cps/uA)
Fe 77.398 % [ 0.193] Quan-FP FeKa 320.6805
Cl 14.894 % [ 0.369] Quan-FP ClKa 0.6529
Ca 3.336 % [ 0.097] Quan-FP CaKa 1.8473
Si 3.227 % [ 0.369] Quan-FP SiKa 0.1098
Pb 0.332 % [ 0.012] Quan-FP PbLb1 0.1781
As 0.197 % [ 0.071] Quan-FP AsKb 0.3581
K 0.197 % [ 0.034] Quan-FP K Ka 0.0250
Sr 0.183 % [ 0.010] Quan-FP SrKa 2.5602
Br 0.121 % [ 0.005] Quan-FP BrKa 0.1427
Zn 0.096 % [ 0.009] Quan-FP ZnKa 0.0305
Hg 0.020 % [ 0.006] Quan-FP HgLa 0.0061

It can be seen from this table that there is no 
iodine in the precipitate, and iron, chlorine, and 
calcium can be mentioned as the main elements. 
It was observed that certain water-soluble com-
pounds of iron precipitate when brought from 
70-80 °C to room temperature (15-25 °C) or 
hydrolyze and form water-insoluble compounds 
and sink to the bottom of the solution. The so-
lution left after the separation of the brown-
reddish sediment that fell under the water of the 
Khaudak is clear, it was dried at a temperature 
of 20-30 °C under the influence of sunlight and 

examined in an X-ray fluorescent analyzer (Fig-
ure 3, Table 2).

Below, Uchkizil water was left in the open air, 
under the influence of sunlight, for 1 week after it 
was taken from the ground. Then it was analyzed in 
an X-ray fluorescence analyzer (Fig. 4, Table 3).

This table lists chlorine as the main constituent 
and calcium as the main mass.

After extracting the water from the underground, 
it was left in the open air for 2 weeks under the influ-
ence of sunlight. Sample 2. Then it was analyzed in 
an X-ray fluorescence analyzer (Fig. 5, Table 4).
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Figure 3 – X-ray fluorescence analyzer spectrum of salt obtained as  
a result of evaporation of Khaudak water.

Table 2 – Quantitative result of X-ray fluorescence analyzer of the salt obtained as a result of the evaporation of water from in Khaudak.

Analyte Result [3-sigma] Proc.-Calc. Line Int.(cps/uA)
Cl 70.093 % [ 0.833] Quan-FP ClKa 2.2786 
Ca 26.982 % [ 0.429] Quan-FP CaKa 3.5882 
K 1.273 % [ 0.101 Quan-FP K Ka 0.0399 
Sr 0.703 % [ 0.009] Quan-FP SrKa 10.1298 
Br 0.514 % [ 0.011] Quan-FP BrKa 0.6417
S 0.235 % [ 0.054] Quan-FP SKa 0.0980 
Fe 0.130 % [ 0.006] Quan-FP FeKa 0.1543 
Zn 0.070 % [ 0.008] Quan-FP ZnKa 0.0229

Figure 4 – X-ray fluorescence analyzer spectrum of 1-week-old water of Uchkizil water, sample 1.
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Table 3 – Quantitative X-ray fluorescence analyzer result of Uchkizil water, sample 1.

Analyte Result [3-sigma] Proc.-Calc. Line Int.(cps/uA)
Cl 11.715 % [ 0.155] Quan-FP ClKa 1.8506
Ca 2.110 % [ 0.039] Quan-FP CaKa 2.6479 
Fe 0.073 % [ 0.002] Quan-FP FeKa 1.0001
Sr 0.125 % [ 0.002] Quan-FP SrKa 20.0853
K 0.064 % [ 0.007] Quan-FP K Ka 0.0176
Br 0.047 % [ 0.001] Quan-FP BrKa 0.6858
Zn 0.006 % [ 0.001] Quan-FP ZnKa 0.0221 

H2O 85.860 % [------] Balance -------- --------

Figure 5 – The X-ray fluorescence analyzer spectrum of 2-week-old water of Uchkizil water, sample 2.

Table 4 – Quantitative X-ray fluorescence analyzer result of Uchkizil water, sample 2.

Analyte Result [3-sigma] Proc.-Calc. Line Int.(cps/uA)
Cl 11.754 % [ 0.155] Quan-FP ClKa 1.8559
Ca 2.120 % [ 0.039] Quan-FP CaKa 2.6555
Sr 0.125 % [ 0.002] Quan-FP SrKa 20.0113
Fe 0.071 % [ 0.002] Quan-FP FeKa 0.9690
K 0.062 % [ 0.007] Quan-FP K Ka 0.0170
Br 0.048 % [ 0.001] Quan-FP BrKa 0.7012 
Zn 0.005 % [ 0.001] Quan-FP ZnKa 0.0202 

H2O 85.815 % [------] Balance -------- --------

As can be seen from this table, little change has 
occurred compared to the value of iron in the previ-
ous table.

Uchkizil water was left in the open air for 6 
weeks after being extracted from the ground, un-
der the influence of sunlight. Sample 3. Then it was 

analyzed in an X-ray fluorescence analyzer (Fig. 6, 
Table 5).

The underground water of Khaudak was kept for 
4 weeks in an open environment under the influence 
of light, then the analysis of the analyzer was carried 
out (Fig. 7, Table 6).
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Figure 6 – The spectrum of Uchkizil water 2 weeks in an X-ray fluorescent analyzer, sample 3.

Table 5 – Uchkizil water, quantitative result of sample 3 from X-ray fluorescent analyzer.

Analyte Result [3-sigma] Proc.-Calc. Line Int.(cps/uA)
Cl 12.099 % [ 0.157] Quan-FP ClKa 1.9070
Ca 2.171 % [ 0.040] Quan-FP CaKa 2.6739
Sr 0.124 % [ 0.002] Quan-FP SrKa 19.7715
K 0.056 % [ 0.006] Quan-FP K Ka 0.0151
Br 0.048 % [ 0.001] Quan-FP BrKa 0.6904
Fe 0.016 % [ 0.001] Quan-FP FeKa 0.2160
Zn 0.006 % [ 0.001] Quan-FP ZnKa 0.0214 

H2O 85.481 % [------] Balance -------- --------

Figure 7 – X-ray fluorescence analyzer spectrum of Khaudak 1-month-old water.
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Table 6 – Quantitative result of X-ray fluorescence analyzer of Khaudak 1 month water.

Analyte Result (ppm) Result (%) [3-sigma] Proc.-Calc. Line Int.(cps/uA)
Cl 133682.9 ppm 13.368 [823.663] Quan-FP ClKa 128.4750 
Ca 17710.98 ppm 1.771 [184.954] Quan-FP CaKa 47.1744
K 829.649 ppm 0.083 [94.152] Quan-FP K Ka 1.1207
Sr 662.721 ppm 0.066 [ 4.040] Quan-FP SrKa 106.8234
Br 426.566 ppm 0.043 [ 3.461 Quan-FP BrKa 53.5927
Fe 71.311 ppm 0.0071 [ 6.599] Quan-FP FeKa 2.0086 
Ag 52.328 ppm 0.0052 [10.472] Quan-FP AgKa 2.1917
Zn 41.250 ppm 0.0041 [ 4.122] Quan-FP ZnKa 2.6987 
Cu 18.408 ppm 0.0018 [ 4.054] Quan-FP CuKa 1.0050 

H2O 84.650 % 84.650 [------] Balance -------- --------

It can be seen that the values in this table are very 
close to the elements and their amounts in the above 
Uchkizil water.

There is an oil production area around Khaudak 
water, and the following indicators were obtained 
when analyzing the composition of the water sepa-
rated from this oil (Figure 8, Table 7).

Figure 8 – Spectrum of oil water in X-ray fluorescence analyzer.

Table 7 – Quantitative result of oil water from X-ray fluorescence analyzer.

Analyte Result [3-sigma] Proc.-Calc. Line Int.(cps/uA)
Cl 5.189 % [ 0.092] Quan-FP ClKa 1.0113
Ca 0.695 % [0.017] Quan-FP CaKa 1.5505
K 0.031 % [ 0.003] Quan-FP K Ka 0.0148
Br 0.030 % [ 0.001] Quan-FP BrKa 0.7932
Sr 0.021 % [ 0.001] Quan-FP SrKa 5.6960
P 0.004 % [ 0.011] Quan-FP P Ka 0.0014

H2O 94.030 % [------] Balance -------- --------
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4 Results and discussion

The contents of Uchkizil, Khaudak underground 
waters, which are rich in various mineral salts, and 

water separated from Khaudak oil were studied. Ac-
cording to it, the change and stability indicators of 
the amount of Ca, Fe, Br and Sr in Uchkyzil water 
based on 3 samples are shown in Fig. 9.

Figure 9 – Quantitative diagram of elements Ca, Fe, Br and Sr in the water of Uchkizil.

In this diagram, it can be seen that the concentra-
tion of Br and Sr compounds in the waters presented 
based on 3 samples has not changed for different pe-
riods. If we explain that strontium salts dissolve well 
in water and do not form precipitates, we can see that 
Br is stable to the effects of external environmental 
factors, such as the sun, ultraviolet rays, and air. It 
can be seen that the amount of Fe has decreased by a 
small amount. 

A sample of 5 l of Haudak water was taken and 
a 30% Fe (III) chloride solution was added to it, 
shaken for 5 minutes, and kept for 1 month. As a 
result, a brown-red precipitate was formed, the main 
part of which consists of iron and chlorine, and a 
smaller part of compounds with iodine and similar 
elements. The composition of this precipitate was 
imaged in an X-ray fluorescence analyzer (Fig. 10, 
Table 8).

Figure 10 – The spectrum of the sediment in the X-ray fluorescence analyzer.
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Table 8 – Quantitative result of precipitation obtained from X-ray fluorescence analyzer.

Analyte Result [3-sigma] Proc.-Calc. Line Int.(cps/uA)
Fe 84.717 % [ 0.243 Quan-FP FeKa 3046.5512
Cl 10.196 % [ 0.160] Quan-FP ClKa 11.9197
S 1.614 % [ 0.066] Quan-FP SKa 1.5363
I 1.317 % [ 0.047] Quan-FP I Ka 7.3613

Zn 0.977 % [ 0.037] Quan-FP ZnKa 23.7076 
P 0.701 % [ 0.104] Quan-FP P Ka 0.2426 

Ca 0.211 % [ 0.027] Quan-FP CaKa 0.5385
Br 0.135 % [ 0.026] Quan-FP BrKa 5.9278
Cs 0.131 % [ 0.086] Quan-FP CsLa 0.7456

The precipitated part is 1.24 g and we can see that 
it consists of 1.317% I iodine. This value is 7.66% of 
the total iodine in water (21.32 mg/l).

Based on the analytical analysis presented above, 
the quantitative ratios of certain elements in Uchkizil, 
Khaudak and Khaudak oil waters oxidized based on 
FeCl3 salt of Khaudak water are presented in the dia-
gram in Fig. 11.

In this picture, it can be seen that the 
amount of iodine in various water samples 
containing iodine has decreased or completely 
disappeared due to the passage of time due to 
external factors. Only if the obtained water 
sample is oxidized in a short time or separated 
using special sorbents, it becomes important 
for practice.

Figure 11 – Quantitative description of water samples and sediment content obtained from them.
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5 Conclusion

In this study, several groundwater samples con-
taining iodine were studied by X-ray fluorescence 
analysis. It has been proven that certain salts in wa-
ter form precipitates due to the decrease in solubil-
ity as a result of lowering the temperature to room 
temperature, and they form precipitates as a result of 
hydrolysis. In this case, it was determined that iron 
salts have a high precipitation forming ability. It has 
been proven that iodine contained in waters with high 
mineral content is oxidized and released into the air 
under the influence of ultraviolet rays contained in 

sunlight and air oxygen. It was found that iron com-
pounds in salt water settle over time.

As a result of adding special oxidants for iodine 
to the water of the newly obtained sample, it was ob-
served that iodine precipitated over a certain period 
of time. The reasons for the relatively high amount of 
iodine in the mud at the bottom of the water, given 
in the above literature, have been confirmed. 7.66% 
of the iodine in the water containing 21.32 mg/l was 
precipitated by oxidation.
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In this work, the temperature distribution on a cryosurface operating at low temperatures (in the range from 
300 K to 80 K) was thoroughly studied. This type of cryogenic cooling surface is specifically designed for 
experimental processes that involve the controlled deposition and subsequent cooling of various inorganic 
compounds. Such processes are essential for conducting detailed investigations into the physicochemical 
properties, morphology, and structure of these materials under cryogenic conditions. The temperature dis-
tribution was analyzed through numerical simulation, which included modeling the cooling process of the 
cryopanel surface down to cryogenic temperatures using the finite element method. Liquid nitrogen was 
selected as the working coolant due to its availability, low boiling point, and high efficiency in achieving 
the required cooling rate. The simulation results revealed the temperature gradient both within the volume 
and on the surface of the cryopanel. Additionally, the influence of the thermal conductivity of different 
structural materials–aluminum and stainless steel–on the cooling efficiency was examined. The desired 
cryosurface temperature range (80–90 K) was successfully reached within 1800 seconds, using a nitrogen 
flow through a coiled pipe of 6 mm in diameter.

Key words: cryosurface, computer modelling, thermal distribution, low temperatures, thermal conductiv-
ity.
PACS number(s): 64.60.−i; 78.20.Bh

1 Introduction

Cryosurfaces play an important role for cooling 
and further work with samples in the low temperature 
range. Computer simulation is one of the most mod-
ern and relevant methods for studying the heat trans-
fer processes of cryopanels when interacting with the 
environment and materials of various compositions 
applied to the surface of the substrate. This will solve 
several problems related to: 

1) the development of an effective heat exchang-
er and the study of its heat transfer properties; 

2) creating an autonomous system for maintain-
ing temperatures of varying accuracy under condi-
tions of thermal energy balance on the surface of the 
cryopanel. 

In this regard, it is relevant to study the influence 
of heat transfer processes before achieving optimal 
temperature operating conditions on the surface of 
the cryopanel.

Cooling of the coil to cryogenic temperatures 
is achieved by supplying a cryogenic liquid (in this 

case, liquid nitrogen with a temperature of 77 K is 
considered). The use of cryogenic liquids is wide-
spread in modern scientific, medical and food indus-
tries [1]. 

Another challenge in cryogenic cooling is to de-
fine and understand the cooling process and the ther-
mal characteristics that affect it with subsequent heat 
transfer. Therefore, research continues on this topic 
[2-3].

Rapid progress has been made in the past two 
decades. In 2007, the authors of [4] analyzed experi-
mental data on the cooling of a horizontal pipe and 
the heat flux formed in it. They were able to show the 
transitional regimes from creep to cooling, including 
visualization of the data obtained during the analysis 
[4]. In 2012, a similar study was conducted in [5], but 
in a vertical pipe. They determined the heat flux and 
heat transfer features with separation of boiling zones 
and transition flows of the cryogenic liquid flow. Fur-
ther research in the field of cryogenic liquid cooling 
contributed more data and investigated the influence 
of various flow parameters on the cooling process. 
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These data allowed more accurate modeling of both 
the cooling process itself and the flow pattern. In 
2015, experiments were conducted on cooling lines 
with liquid nitrogen (LN2) in horizontal and inclined 
pipes. The influence of pipe length and mass flow on 
cooling time and heat flux was investigated [6]. In 
2015, Darr et al. conducted in-line cooling experi-
ments with LN2 in a vertical tube of approximately 
0.5 m length and simulated the cooling process using 
a one-dimensional homogeneous model [7]. 

In 2016, they further expanded the mass flow 
range of the experiments and improved the film boil-
ing correlations by taking into account the flow di-
rections [8]. Darr’s research has provided many im-
portant updates to the investigation of cryogenic line 
cooling. However, the applicability of the proposed 
correlations needs to be investigated, especially for a 
tube that is much longer than the studied one.

This leads to the following issues for calculating 
temperature using computer modeling:

1) There is always high ambiguity and uncertain-
ty in the data when using cryogenic characteristics in 
the study.

2) These high uncertainties will lead to signifi-
cant scatter of results when attempting to develop a 
cryogenic model that describes the relationship with 
the experimental data.

For two-phase flows, experimental data and an-
alytical models can be related using computational 
fluid dynamics (CFD) models.

Such studies for two-phase flow have success-
fully developed both analytical models [9-11] and 
CFD models [12-14]. This formed the basis for the 
experimental validation of models for predicting the 
behavior of two-phase flow of cryogenic liquids and 
flow visualization methods [16-17].

Considering that the main attention is paid to 
the research of heat exchangers at high temperature 
[18-20], a model of a cooling heat exchanger was 
developed in this work. This study presents a the 
temperature distribution of a cryosurface at low tem-
peratures from 80 to 300 K. Determining the thermal 
efficiency of the cryosurface will improve the design 
of cryopanels. The model was developed using the 
finite element method; temperature-time dependen-
cies were obtained when the surface was cooled to 
cryotemperatures. 

2 Methodology

2.1 Methods
In this work, the finite element method (FEM) 

was used, which can be a minimization function or 

described by partial differential equations in the form 
of a set of finite volumes (Fig. 1).

Features of FEM:
1) Using simple approximating elements, one can 

achieve any accuracy of piecewise approximation of 
physical fields on finite elements.

2) Locality of approximation leads to systems of 
sparse equations for the discretized problem. This 
helps to solve problems with a very large number of 
nodal unknowns.

The main stages of the finite element method are 
described below.

The modeling program (in this work, the COM-
SOL Multiphysics software package) generates a fi-
nite element mesh based on the geometry. The mesh 
description consists of several arrays of system equa-
tion solvers, the main ones being the nodal coordi-
nates and the connections between the elements.

2.2 Equations.
To solve the global system of equations for the 

entire solution domain, it is necessary to combine 
the equations of local elements. Element connec-
tions are used for the assembly process. Before solv-
ing, boundary conditions (which are not taken into 
account in the element equations) must be entered. 
Before solving a system of equations, boundary con-
ditions must be specified.

Heat removal from the surface of the cryopane 
is ensured by convection of the gaseous coolant flow 
and is described by the general heat conduction equa-
tion and the Navier-Stokes equation. 

The general equation of thermal conductivity for 
any solid [21]: 

𝜌𝜌𝜌𝜌�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝛻𝛻 𝛻 𝛻𝛻 = 𝑄𝑄                       (1)

The general equation of thermal conductivity for 
a liquid (in this case, liquid nitrogen) [21]: 

𝜌𝜌𝜌𝜌�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝜌𝜌𝜌𝜌� ∙ 𝑢𝑢 ∙ 𝑢𝑢𝜕𝜕 + (𝑢𝑢 ∙ 𝛻𝛻) = 0         (2)

where 
ρ – density, 
u – velocity vector, 
p – pressure, 
τ – viscous stress tensor, 
Cp – specific heat capacity, 
T – absolute temperature, 
q – heat flux vector, 

Accordingly, the principle of energy conserva-
tion is the equation of heat transfer in continuous 
media from the first law of thermodynamics. These 
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equations in integral and local forms at the nodes of 
the model grid are applicable to various heat transfer 
equations that can be solved in COMSOL Multiphys-
ics software package [21-22].

3 Results and discussion 

This study presents computer modeling of a cryo-
panel (300x300x20 mm) with a сhannel of 6 mm in 
diameter. Liquid nitrogen enters the cryopanel chan-
nel at a speed of 50 mm/s and a temperature of 80 

K. In this configuration, we consider the flow to be 
laminar. We consider the walls of the heat exchanger 
to be insulated and their initial temperature is set to 
room temperature.

Figure 2 shows the simulation results for the first 
800 seconds of liquid nitrogen flow. As can be seen 
from the figure, the temperature distribution on the 
surface is uneven. After 800 seconds, only the chan-
nel is cooled, but not the surface. Then the tempera-
ture equalizes and the difference between the ends of 
the cryopanel becomes no more than 0.16 K.

Figure 1 – Image of the calculation grid for the cryopanel volume.

Figure 2 – Time distribution of volumetric temperature in a cryopanel.
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Comparing aluminum and steel cryopanels, the 
results showed that the temperature distribution can-
not be compared between two panels if one does not 
define the same time schedule. When one considers 
aluminum and steel, where the thermal conductivity 
coefficient is 235 W/(m·K) for aluminum and 45 W/
(m·K) for steel, it is almost obvious that the relative 

cooling efficiency will be much different (Fig. 3). Af-
ter 800 seconds, the average temperature difference 
between the ends of the steel cryopanel was more 
than 100 K (Fig. 3a), and for the aluminum cryopanel 
it was 14 K (Fig. 3b). Thus, in this case, based on the 
modeling results, preference is given to the alumi-
num cryopanel in terms of thermal conductivity.

a) b)

Figure 3 – An average temperature distribution along the cryopanel surface 800 second later:  
a) aluminum cryopanel; b) steel cryopanel.

Next, Figure 4 shows the total time spent on cool-
ing the cryopanel. To reach the optimum operating 
temperature (around 80 K), the aluminum panel took 
1850 seconds. The steel panel cooled down more 

slowly, taking 3000 seconds. Comparing the cooling 
rate of the entire cryopanel it’s shown that the alu-
minum panel is 43% more efficient due to its high 
thermal conductivity. 

Figure 4 – Comparison of the average temperature of the cryosurface made  
of steel and aluminum for the 3000 seconds.
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4 Conclusions 

This work presents a variant of computer mod-
eling of cryogenic surfaces. These surfaces are used 
in scientific research and food industries. Such 
types of heat exchangers as cryopanels require pre-
liminary assessments of their efficiency to ensure 
optimal operating conditions. In this study it’s dem-
onstrated that the aluminum cryopanel is 43% more 
efficient than the steel one, that is in respect of the 
whole cryopanel surface. When one considers the 
aluminum and steel, where the thermal conductivity 
coefficient is 4 times to other it is almost obvious 
that the relative cooling efficiency will be much dif-
ferent

During the work, the process of cryosurface cool-
ing from room temperature to 80 K was studied. After 
analyzing the distribution of the average temperature 
over the volume of the cryosurface, it was found that 
the coil through which liquid nitrogen flows cools 
the surface unevenly. This requires additional time to 
complete cooling of the working surface of the cryo-

panel. Only 800 seconds after the start of cooling, 
the temperature of 80 K is reached only along the 
inner surface of the channel. At the same time, the 
temperature of the cryosurface equalizes to values   
of about 80 K only 1850 seconds after the start of 
cooling. Thus, the configuration of coils throughout 
the volume that conduct liquid nitrogen affects the 
achievement of optimal working low temperatures. 
To improve the indicators for the cooling time, it is 
recommended to change the coil configuration, and 
an assessment of the optimal channel diameter is re-
quired.

The model allowed us to evaluate the efficiency 
of materials and the geometry of the pipeline tubes 
during the design of universal cryogenic surfaces. 
The results of this study can contribute to the further 
development of cryogenic technologies in this area.
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Bentonite materials are widely utilized across various industries due to their unique physicochemical prop-
erties. This study presents a qualitative and comparative analysis of mineral substances derived from ben-
tonite clay deposits in East Kazakhstan. The montmorillonite content in the samples ranges from 75.5% 
to 88%, with adsorption capacity (determined by the methylene blue method) varying between 119 and 
204 mg/g. The pH of the samples lies within the range of 7 to 10. FTIR and XRF analyses confirmed the 
presence of major components such as silicon and aluminum oxides, while X-ray diffraction identified 
montmorillonite as the dominant crystalline phase. Textural characterization revealed specific surface areas 
of 94–104 m²/g, pore volumes of 0.03–0.05 cm³/g, and pore sizes between 0.8 and 1.04 nm. SEM analysis 
demonstrated a flaky, layered, and porous morphology typical of bentonite. Based on these properties, 
the bentonite samples exhibit strong potential for industrial use. They are applicable in oil production (as 
components of drilling fluids) and construction (as insulating and sealing agents). Additionally, their high 
sorption capacity makes them promising candidates for pharmaceutical applications, particularly as carriers 
in topical formulations such as ointments and pastes for wound healing and inflammatory skin conditions.

Keywords: bentonite clays, montmorillonite, mineral composition, surface area, physico-chemical prop-
erties.
PACS number(s): 82.70.Dd; 72.80.Tm; 82.80.−d. 

1 Introduction

Currently, the development of the chemical in-
dustry, environmental degradation, the depletion of 
natural resources, and the increase in synthetic prod-
ucts have posed new challenges for scientists. One 
of the key objectives is to develop products derived 
from economically viable and accessible raw materi-
als that do not have adverse effects on human health 
[1]. In this context, the study of the properties of nat-
ural clays, which belong to the category of mineral 
raw materials, and the identification of their potential 
applications in industry and everyday life, is of par-
ticular relevance.

Bentonites are natural mineral clays composed 
mainly of various metal oxides. Due to their chemi-
cal composition, they are widely used in the produc-
tion of construction materials [2], porcelain [3], as 
additives in animal feed [4], and in such fields as 
medicine, pharmaceuticals [5], and cosmetology [6], 
which contributes to the growing demand for these 
materials.

Approximately 30% of the global bentonite 
reserves are located in China, 15% in the United 
States, and 7% in Turkey [7]. Other countries with 
significant bentonite resources include Greece, Rus-
sia, France, India, Turkey, Azerbaijan, Georgia, and 
Armenia. In Kazakhstan, large bentonite reserves are 
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concentrated in the southern and eastern regions [8]. 
In South Kazakhstan, the Dzherzhinskoye, Ildersay, 
and Andreevskoye deposits are estimated to con-
tain around 100 million tons of bentonite, while the 
Darbaza and Keles deposits hold approximately 58 
million tons [9]. In Eastern Kazakhstan, the group 
of deposits known as the Manyrak bentonite clays is 
estimated to contain up to 50 million tons [10].

The distribution of bentonites across different 
geographical regions, along with factors such as cli-
mate, geological structure, and local environmen-
tal conditions, contributes to the variation in their 
physico-chemical properties [11]. Since the forma-
tion of mineral clays is a prolonged and complex 
process, significant differences can also be observed 
in the properties of bentonites extracted from differ-
ent depths within a single deposit [12]. These differ-
ences, in turn, are key factors determining the quality 
and potential applications of bentonitic clay. There-
fore, identifying the chemical composition, phase 
structure, and qualitative characteristics of natural 
clays is of critical importance.

During geological exploration activities conduct-
ed in the 1960s, mineral clays from the Tagan de-
posit in Eastern Kazakhstan began to be extensively 
studied [9]. According to X-ray phase analysis, the 
bentonites of the Tagan deposit are predominantly 
composed of montmorillonite minerals, with quartz, 
feldspar, and calcite as secondary components [13].

In recent years, due to the rapid growth in oil and 
gas production, special attention in the exploration 
sector has been given to high-quality drilling fluids 
based on bentonite powders, which are used for well 
cementing. These materials are particularly relevant 
for exploratory offshore oil drilling. Chemically un-
modified bentonite powders must possess high vis-
cosity and relatively high static shear stress. Such 
properties are characteristic of the bentonites from 
the 14th horizon of the Tagan deposit. Furthermore, 
these bentonites are also used in the production of 
cracking catalysts for crude oil processing. The ben-
tonite from the 12th horizon of the Tagan deposit is 
notable for its high content of montmorillonite in al-
kaline form, which serves as the base material for the 
pharmaceutical product Tagansorbent. This drug is 
designed for the removal of heavy metal ions and is 
used in cases of poisoning, diarrhea, and intoxication 
[14].

In the 1990s, the physico-chemical properties of 
bentonites from the Tagan deposit were studied, lead-
ing to an expansion in their fields of application [14]. 
According to studies [14, 15], the montmorillonite 
content in Tagan deposit bentonites was reported to 

be 90–92%, which directly contributes to their high 
binding capacity, as well as their adsorption and cata-
lytic activity [16].

The potential use of sulfuric acid-modified ben-
tonite from the 14th horizon of the Tagan deposit 
for the removal of Cu²⁺, Pb²⁺, Cd²⁺, and Zn²⁺ heavy 
metal ions from mining wastewater has been investi-
gated in studies [17, 18]. These studies revealed that 
the degree of sorption of heavy metal ions reached 
90–98%. Furthermore, in the study [19], to increase 
the surface area and enhance the sorption capacity 
of Tagan bentonites, thermal activation at 120 °C 
for 4 hours followed by treatment with sulfuric acid 
for 2 hours increased the specific surface area up to 
85 m²/g.

In addition, the abundance of micro- and macro-
elements in Tagan bentonites has enabled the use of 
clay from the 12th horizon for pharmaceutical pur-
poses [20]. At present, bentonite is used as an en-
terosorbent in the form of a ready-made product to 
remove accumulated toxins and radionuclides from 
the human body. It can also be applied as an antacid 
to neutralize excess stomach acid [21]. Furthermore, 
studies [22, 23] have shown the high potential for us-
ing this clay horizon as a feed additive.

In conclusion, based on the results of the con-
ducted literature review, it has been determined that 
further research aimed at expanding the application 
areas of bentonite clay remains highly relevant due 
to its unique properties. Accordingly, this study pres-
ents a comparative analysis of the physico-chemical 
properties of bentonites distributed in the East Ka-
zakhstan region, with a particular focus on their po-
tential application in medicine.

2 Experimental section

2.1 Materials
Сhrysoidin 6 W, Rhodamine (C21H16N2O3·HCl 

≥85% (HPLC)), Trilon B, Methylene blue, sodium 
pyrophosphate, ethanol (96%,C2H5OH), sulfuric acid 
(98%, H2SO4), sodium hydroxide (≥99%, NaOH), 
potassium bichromate (≥99%,K2Cr2O7),sodium thio-
sulfate (99%,Na2S2O3), potassium iodide(≥99%, KI) 
obtained from Sigma-Aldrich (Bangalore, India). All 
other reagents were of analytical grade a- were used 
without additional purification.

2.2 Methods
2.2.1 Raw materials
Three different bentonite samples were col-

lected for the study from clay deposits in the East 
Kazakhstan region, which are known to contain re-
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serves of alkali and alkaline earth metal bentonites. 
Sampling of bentonite clay was carried out at three 
discrete and representative points of the Tagan de-
posit at a depth of 1.5 meters, selected in advance 
based on geological exploration data and clay stra-
tum mapping. To ensure the reliability of the analysis 
and reflect the spatial heterogeneity of the raw mate-
rial, each sample was manually extracted using the 
trenching method. The sampling sites were located 
within a single clay bed, evenly distributed to avoid 
areas of intensive weathering or anthropogenic im-
pact.The collected samples, each with a volume of 
50 mL and a diameter of 10 mm, were ground us-
ing a FRITSCH-6 (GERMANY) planetary ball mill 
at a temperature of 25 ± 2 °C, with a rotation speed 
of 300 rpm for 15 minutes. The ground material was 
then sieved through a 0.01 mm mesh. The bentonite 
samples used in the study were conditionally labeled 
as B1, B2, and B3. 

2.2.2 Quality indicators bentonites
The moisture content of the bentonite samples 

was determined in accordance with ASTM D2216 
“Standard Test Methods for Laboratory Determina-
tion of Water (Moisture) Content of Soil and Rock 
by Mass”. The ash content was measured following 
ASTM D2974 “Standard Test Methods for Determin-
ing the Water (Moisture) Content, Ash Content, and 
Organic Material of Peat and Other Organic Soils”. 
The mass fraction of montmorillonite in the bentonite 
was determined according to GOST 28177-89. 

The sorption capacity based on methylene blue 
and the pH level were determined in accordance with 
pharmacopoeial standard [18]. The adsorption capac-
ity of bentonite clays was determined in accordance 
with the methodology outlined in the State Phar-
macopoeia of the Russian Federation, based on the 
sorption of methylene blue from aqueous solution. 
A pre-weighed amount of air-dried clay sample was 
mixed with a methylene blue solution of known con-
centration and allowed to interact under controlled 
conditions. The mixture was stirred and maintained 
at room temperature for a contact time of 60 min-
utes. After equilibration, the suspension was filtered, 
and the residual concentration of methylene blue was 
measured spectrophotometrically at 667 nm. The 
adsorption capacity was calculated from the differ-
ence between the initial and final dye concentrations, 
expressed in mg/g of dry sorbent. Experimental pa-
rameters such as contact time, pH (maintained near 
neutral), and solution concentration were standard-
ized in accordance with pharmacopoeial guidelines 
to ensure reproducibility and accuracy.

2.2.3 XRF analysis
To determine the main oxide composition of the 

bentonite clay, energy-dispersive X-ray fluorescence 
spectroscopy (EDXRF) was employed. The analy-
sis was performed using the NEX CG II instrument 
(Rigaku, Japan). This device is based on a fully dis-
persive optical system and features a highly sensitive 
detector utilizing anisotropic X-ray radiation.

2.2.4 X-ray diffraction analysis
The structural and phase composition of the sam-

ples was investigated using X-ray diffraction (XRD) 
on an X’Pert PRO diffractometer (Malvern Panalyti-
cal Empyrean, Netherlands) with monochromatized 
copper radiation (CuKα, K-Alpha1 [Å] = 0.1542) 
and a scanning step of 0.02°. During the analysis, the 
measurement angle ranged from 10° to 80°, with an 
X-ray tube voltage of 45 kV and a current of 30 mA. 
The measurement time per step was 0.5 seconds, and 
a universal aluminum sample holder (PW1172/01) 
was used. The obtained XRD patterns were analyzed 
using the ICDD PDF-4/AXIOM XRD database.

The formula for calculating the interplanar spac-
ing ddd in X-ray diffraction analysis is based on 
Bragg’s Law:

2𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = n𝜆𝜆 𝜆 𝑑𝑑 = 𝜆𝜆/(2𝑑𝑑𝑑𝑑𝑑𝑑 )           (1)

2.2.5 FTIR analysis
The chemical structure of the bentonite samples 

was analyzed using FTIR (FT-801 IR Spectrometer, 
Simex, Russia) in the wavelength range of 500–4000 
cm⁻¹ with a resolution of 1 cm⁻¹ at a temperature of 
25±2°C and 100 scans. During the analysis, the clay 
powder was mixed with potassium bromide in a 1:9 
ratio and ground in an agate mortar until a fully ho-
mogeneous mixture was achieved. Subsequently, a 
tablet was prepared using a press in a die at 200 MPa 
pressure, and water vapor was drawn using a vacuum 
pump for 5 minutes to form the tablet. 

2.2.6 SEM analysis
The surface morphology of the mineral clays was 

investigated using a 3D-SEM instrument, Quanta 
200 (FEI, Netherlands). Measurements were con-
ducted in high vacuum mode using a secondary elec-
tron detector with an accelerating voltage of 5 kV. 
The surface of the mineral clays was coated with gold 
nanoparticles to enhance electron transfer. 

2.2.7 BET analysis
The specific surface area and pore characteristics 

of the clay were investigated using the BSD-660S A3 
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Physical Adsorption Analyzer based on low-temper-
ature adsorption of liquid nitrogen. The analysis was 
conducted at a temperature of 30°C for a duration of 
120 minutes. The specific surface area of the sam-
ples was determined using the BET method, while 
the pore characteristics were analyzed using the BJH 
(Barrett-Joyner-Halenda) method.

 
2.2.8 Thermogravimetric analysis 
The thermal characteristics were studied with a 

LabSysevo differential thermogravimetric analyzer 
(Setaram, France), in an argon atmosphere. The tem-
perature range was 30±5 – 700±5°C, with a heating 
rate of 10±1°C/min. The mass of the samples was ap-
proximately 25±2 mg.

2.2.9 Average partical size and Zeta potential 
The zeta potential was measured using a Mal-

vern Zetasizer Nano ZS90 instrument (UK). The 
Zetasizer systems utilize electrophoretic light scat-
tering (ELS) and dynamic light scattering (DLS) 
methods, which provide information on the mo-
bility, charge, and size of particles in dispersive 
systems ranging from nanometers to micrometers. 
For each sample, 12 scans were performed per 
run, with a total of 3 runs conducted. The entire 
experiment was repeated at least three times. The 
particle charge (zeta potential) was determined by 

performing 12 scans, with a minimum of 3 runs 
recorded. Error bars were obtained using the stan-
dard zeta potential software.

3 Results and discussion

3.1 Рreparation of raw materials
The colors of mineral clays vary widely depend-

ing on the types and quantities of chemical elements 
they contain [24]. The colors of the samples selected 
for the study ranged from light to dark brown, as 
shown in Figure 1.

The B1 bentonite (Figure 1a) has a light color. 
The light color of the B1 sample likely results from 
its montmorillonite content and its classification as 
an alkaline and alkaline earth type bentonite, as iden-
tified in the study [25]. Clays of this type are known 
to exhibit high adsorptive properties, swelling in wa-
ter, and high plasticity [26].

On the other hand, the B2 and B3 samples are 
brownish-red in color (Figure 1b, 1c). This indicates 
the presence of iron oxides and other metal oxides 
in the clay composition [6]. Such mineral clays are 
known to be thermally stable, possess high strength, 
and exhibit good adsorptive properties [27]. Accord-
ing to [28], colored bentonite clays can be used for 
the production of ceramic glazes, porcelain dishes, 
and construction materials.

Figure 1 – Bentonite samples: а – В1; b – B2; c – B3.

3.2 Quality indicators of bentonites
The results of the qualitative analysis of the ben-

tonite clays are shown in Table 1. Determining the 
qualitative composition of bentonites allows for a 
better understanding of their potential applications. 
The quality of bentonite clays depends on the con-
tent and ionic form of montmorillonite [29]. In the 
B1 bentonite, the mass fraction of montmorillonite 
was 88%, with a pH value of 8.9. In B2 bentonite, 
the montmorillonite content was 75.5%, and the pH 

value was 8.1, while in B3 bentonite, the montmoril-
lonite content was 83%, and the pH value was 7.1. 
According to the pharmacopeial article, the pH of 
bentonite clays should range from 7 to 10, and their 
methylene blue adsorption capacity should be no 
less than 150 mg per gram for their high potential 
in pharmaceutical applications [30]. Based on this 
pharmacopeial guideline, it can be concluded that the 
B1 and B2 samples have a higher potential for use in 
pharmaceuticals. Moreover, the closer the pH of the 
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bentonites is to a basic medium, the higher their ion 
exchange properties [31].

The methylene blue adsorption capacity 
reached its highest value of 204.4 mg/g in the B1 
sample. In the B2 sample, the capacity was 119.88 
mg/g, while in the B3 sample, it was 150 mg/g. 

Additionally, the moisture content of the ben-
tonite clays ranged from 7.3% to 7.8%, which is 
consistent with the norm of 8% indicated in the 
pharmacopeial article (Table 1). This confirms the 
potential of the bentonite clays studied for use in 
pharmaceutical production. 

Table 1 – Qualitative properties of bentonites.

Quality indicators

B1 B2 B3

Mass fraction of montmorillonite, % 88.0±0.02 75.5±0.21 83.0±0.5
Mass fraction of moisture, % 7.8±0.02 7.2±0.05 7.3±0.31
Mass fraction of ash content, % 14.04±0.41 15.1±0.14 14.17±0,21
Sorption capacity, mg/g 204.4±1 119.88±5 182.02±6
рН 8.9±0.5 8.1±0.3 7.1±0.4

3.3 XRF analysis
The comparative elemental composition of the 

bentonite clays is presented in Table 2. The main con-
stituents of the bentonite are silicon and aluminum 
oxides. According to the obtained results, in sample 
B1, SiO2 was found to be 71.5%, Al2O3 – 21.0%, 
MgO – 3.67%, CaO – 1.98%, Fe2O3 – 1.43%, TiO2 
– 0.135%, K2O – 0.0240%, and As2O3 – 0.0004%. 
In sample B2, the composition was SiO2 – 70.1%, 
Al2O3 – 17.2%, Fe2O3 – 6.62%, MgO – 2.85%, CaO 
– 1.78%, TiO2 – 0.799%, K2O – 0.0220%, and As2O3 
– 0.0010%. In sample B3, the composition was SiO2 – 
69.4%, Al2O3 – 16.7%, Fe2O3 – 8.58%, MgO – 2.44%, 
CaO – 0.965%, TiO2 – 0.95%, K2O – 0.0297%, and 
As2O3 – 0.013%.

From these values, it can be observed that the 
content of aluminum and silicon oxides is signifi-
cantly higher, as these oxides are rock-forming ox-
ides and are part of the main composition of the 

bentonite crystal lattice [32], which is confirmed by 
the results where spectra corresponding to the bonds 
of these compounds were identified. Furthermore, 
the reddish-brown coloration in the samples B2 and 
B3 indicates an increased iron content, 6.62% and 
8.58%, respectively. Bentonites B1 has a relatively 
low iron oxide content (1.43%).

In addition, the concentrations of trace metal 
oxides were determined as follows: in sample B1, 
Cr₂O₃ – 0.0021%, PbO – 0.0003%, and As₂O₃ 
– 0.0004%; in sample B2, Cr₂O₃ – 0.175%, PbO 
– 0.0025%, and As₂O₃ – 0.0010%; in sample B3, 
Cr₂O₃ – 0.0199%, PbO – 0.0035%, and As₂O₃ – 
0.0013%. Among these, only sample B1 meets the 
maximum permissible concentrations specified by 
the relevant pharmacopeial standards. Therefore, 
this sample can be considered safe in terms of tox-
ic heavy metal content and is deemed suitable for 
medical use.

Table 2 – XRF analysis results of bentonites.

Composition B1 B2 B3 Composition B1, B2 B3

MgO, % 3.67 2.85 2.44 GeO2, % 0.0002 - 0.0006
Al2O3, % 21.0 17.2 16.7 As2O3, % 0.0004 0.0010 0.0013
SiO2, % 71.5 70.1 69.4 SeO2, % 0.0002 0.0009 0.0010
P2O5, % - 0.0826 0.0997 Br, % - 0.0001 0.0002
SO3, % 0.0387 0.192 0.494 Rb2O, % 0.0004 0.0005 0.0004
Cl, % 0.0043 0.0046 0.0159 SrO, % 0.358 0.0380 0.0332

K2O, % 0.0240 0.0220 0.0297 Y2O3, % 0.0008 0.0023 0.0026
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Composition B1 B2 B3 Composition B1, B2 B3

CaO, % 1.98 1.78 0.965 Nb2O5, % - 0.0028 0.0034
TiO2, % 0.135 0.799 0.952 Ag2O, % 0.0008 - 0.0007
V2O5, % 0.0037 0.0259 0.0343 SnO2, % 0.0076 0.0079 0.0074
Cr2O3, % 0.0021 0.175 0.0199 Sb2O3, % 0.0010 0.0011 0.0010
MnO, % 0.105 0.129 0.148 TeO2, % 0.0039 0.0036 0.0034
Fe2O3, % 1.43 6.62 8.58 I, % - - -
Co2O3, % 0.0158 0.0294 0.0333 BaO, % - 0.0572 0.0311
NiO, % 0.0162 0.0112 0.0102 HfO2, % 0.0095 0.0111 0.0110
CuO, % 0.0040 0.0058 0.0056 Ta2O3, % - - (0.0007)
ZnO, % 0.0021 0.0026 0.0028 WO3, % - 0.0020 -
PbO, % 0.0003 0.0025 0.0035 U3O8, % 0.0006 0.0008 0.0010

Ga2O3, % 0.0008 0.0038 0.0048 Ir2O3, % 0.0004 0.0007 -

Continuation of the table

3.4 Average particle size and zeta potencial 
One of the important parameters that describe the 

colloidal properties of bentonite is the average par-
ticle size and zeta potential. These parameters allow 
for the evaluation of the stability of suspensions and 
the degree of particle aggregation.

The charge of the bentonite samples studied (B1, 
B2, and B3) was found to be -13.6 mV, -16.6 mV, 
and -16.2 mV, respectively (Table 3). These nega-

tive values are due to uncompensated charges in the 
crystal lattice resulting from isomorphic substitution, 
where trivalent cations replace tetravalent silicon at-
oms in the tetrahedral structure and aluminum in the 
octahedral sites, leading to a negative zeta potential 
[33]. The negative zeta potential is significant for 
drug delivery systems, as it facilitates the transport 
of positively charged drug molecules, allowing for 
controlled release and sustained dosing [34, 35].

Table 3 – Average particle size and zeta potencial of bentonite clay.

Sample B1 B2 B3

Size. nm 1614±50 1534±35 1409±15

Zeta potencial ‒13.6±1 ‒16.6±2 ‒16.2±2

The negative charge of bentonite clays signifi-
cantly expands their potential applications. The neg-
atively charged bentonite particles repel each other 
due to electrostatic repulsion forces. This interaction 
influences the stability of colloidal suspensions and 
their rheological properties, preventing aggregation 
and sedimentation [36].

This property is crucial in fields like drilling 
fluid formulation, where viscosity control is essen-
tial for efficient oil well drilling and the prevention 
of wellbore collapse [37]. Moreover, negatively 
charged bentonite clays attract heavy metal ions 
and organic pollutants to their surface, exhibiting 
strong adsorptive properties. They can also inter-
act with polyelectrolytes, forming stable complexes 
[38]. These interactions can enhance the mechanical 

properties and adhesion of composite materials used 
in coatings.

Most importantly, the combination of nonionic or 
negatively charged polymers with positively charged 
pharmaceutical substances allows for the creation of 
various composites for the production of extended-
release drug formulations [39].

3.5 FTIR analysis
The comparative FTIR spectra of the bentonite 

samples used in the study are shown in Figure 2. The 
analysis of these spectra reveals two key regions that 
provide information about the chemical structure and 
composition of the bentonite.

The analysis of the spectra demonstrates a clear 
visual similarity between the samples. The first re-
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gion of the spectrum, in the range of 3700–3400 
cm⁻¹, is associated with the valence vibrations of 
hydroxyl groups coordinated with cations in Al-OH 
[40]. These hydroxyl groups play a critical role in the 
interlayer interactions and determine properties of the 
clay, such as swelling and adsorptive characteristics 
[41]. In this region, all the samples exhibit a sharp 
absorption band at 3620–3600 cm⁻¹ due to the pres-
ence of water molecules, which are associated with 
the clay matrix through hydrogen bonds [42]. Water 
absorbed in the crystalline lattice also contributes to 
the hydration and swelling of the clay.

Additionally, all the samples show an absorption 
band in the range of 1635–1615 cm⁻¹, which corre-
sponds to asymmetric OH-stretching of water and is 
a structural element of the clay [43].

The second region of the spectrum, in the range 
of 1150–500 cm⁻¹, contains information about the 
silicate structure of the clays. In this region, absorp-
tion bands characteristic of the Si-O bond vibrations 
in the tetrahedral layers of the clay are observed [44]. 

The presence of these bands confirms the presence 
of silicate layers, which form the main structure of 
the clays.

In the B1 sample, peaks are present in the areas of 
1028–1008 cm⁻¹, corresponding to stretching vibra-
tions and characteristic of layered silicate minerals. 
These peaks are associated with the threefold degen-
erate Si-O stretching vibrations [45]. All the samples 
exhibit a sharp peak in the region of 986–968 cm⁻¹, 
corresponding to OH-deformation modes of Al-Al-
OH or Al-OH-Al [46]. A band observed in the B1 
sample at 902–895 cm⁻¹ corresponds to the OH-
deformation mode of Al-Al-OH or Al-OH-Al [37]. 
Additionally, the absorption band at 797 cm⁻¹ in the 
B2 sample is characteristic of the symmetric valence 
stretching vibrations of Si-O-Si in tetrahedral SiO₄ 
units [47].

The XRF analysis results confirm that the main 
composition of the bentonite clays consists of alumi-
nosilicates (Table 2). The FTIR analysis results align 
with the XRF findings.

Figure 2 – FTIR Spectra of bentonite samples.

3.6 X-ray diffraction analysis
The crystallinity of mineral clays and the form of 

metal ions are very important indicators that deter-
mine their thermal and mechanical properties. Figure 
3 shows the comparative X-ray diffractograms of the 
samples under investigation.

The analysis of the X-ray diffraction patterns of 
all the investigated samples revealed a significant 
similarity in the nature of the diffraction peaks. The 

main diffraction reflections, presented in Table 4, are 
observed at 2θ angles of 19.72° (003), 25.10° (020), 
35.85° (200), and 61.91° (130).

The diffractogram of sample B1 revealed phases 
corresponding to the hexagonal lattice of silicon di-
oxide, the tetragonal modification of aluminum ox-
ide, the cubic lattice of magnesium oxide, and a com-
plex compound containing Al, Si, and Fe elements, 
which corresponds to the findings of the IR spectros-



128

Quantitive assessment of the use of Kazakhstan  ...                        Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 121-133

copy. These characteristics indicate that the sample 
belongs to the mineral phase of montmorillonite. In 
the B1 sample, peaks corresponding to montmorillon-
ite dominate, with characteristic 2θ values at 19.72° 
(003), 25.10° (020), 35.85° (200), and 61.91° (130). 
Quartz peaks, including the main peak at 26.62° 
(101), are weakly expressed.

In samples B2 and B3, phases with a hexagonal 
structure of silicon dioxide, an orthorhombic modi-
fication of aluminum oxide, a hexagonal lattice of 
sodium oxide, and cubic-centered magnesium oxide 
elements were identified. Signs of monoclinic modi-
fication of montmorillonite were also observed. The 
intensity of the peak corresponding to quartz is more 
pronounced at 2θ 26.62° (101), where the interplanar 
distance is 3.35 Å.

Montmorillonite demonstrates a broad, diffuse, 
and asymmetric basal reflection, indicating high 
dispersion and low crystallinity of this mineral. The 
main minerals in the composition of bentonite are 
montmorillonite (M) and quartz (Q). This corre-
sponds to the findings that the main composition of 
the bentonite samples, as shown in Table 1, consists 
of montmorillonite. 

X-ray diffraction analysis of the bentonite clay 
samples revealed interplanar spacings characteristic 
of their mineralogical composition. Reflections ob-
served at d = 4.91 Å and d = 2.50 Å correspond to 
the (003)/(020) and (130) planes of montmorillonite, 
respectively. These peaks are indicative of a well-

ordered layered structure and confirm the presence of 
crystalline montmorillonite in the samples. In partic-
ular, the (130) reflection at 2.50 Å is often used as a 
diagnostic feature of crystallinity and may reflect the 
distribution of cations within the octahedral sheets. 
The interlayer spaces oriented perpendicular to these 
planes typically host exchangeable cations such as 
Na⁺ and Ca²⁺, which are electrostatically bound and 
contribute significantly to the clay’s sorptive and ion-
exchange properties. Additionally, diffraction peaks 
at d = 4.28 Å and 3.35 Å correspond to quartz, indi-
cating the presence of crystalline silica as an acces-
sory phase. The presence of quartz may reduce the 
overall sorption capacity of the clay by diluting the 
montmorillonite content and decreasing the specific 
surface area available for adsorption.

Тable 4 – Values of d-spacing, diffraction angles (2θ), and hkl.

Mineral 2θ(°) d-spacing 
(Å) hkl

Montmorillonite

19.72
25.10
35.85
61.91

4.91
4.50
2.55
2.50

003
020
200
130

Quartz

20.73
26.62
39.39
42.49
50.14

4.28
3.35
2.29
2.12
1.82

100
101
102
200
112

 
Fig. 4 -XRD diffractions of Tagan bentonites 

Figure 3 – В1; B2; B3 XRD Spectra of bentonites.
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3.7 SEM analysis
The morphological characteristics of the benton-

ites studied are shown in Figure 4. The results indi-
cate that the shapes and sizes of the bentonite samples 
vary. Bentonitic particles are found in rhombohedral, 
elliptical, and square shapes. The particle sizes range 
from approximately 170 nm to 70 µm.

Sample B1 has a scaly structure with an irregular 
shape. Additionally, the smaller particles have under-
gone agglomeration, and the size of the agglomerates 
ranges from 11.53 µm to 34 µm.

Sample B2 consists of lamellar, plate-like, scaly 
particles that have formed larger particles due to ag-
glomeration. Their sizes vary up to 203.2 nm. The B2 

sample, compared to the others, shows a plate-like, 
flaky, and porous structure. The flaky-porous struc-
ture is often typical for montmorillonite clays, as 
identified in previous studies [47].

Sample B3 consists of solid particles with a rough 
surface, and their sizes range from 170.1 nm to 297.6 
nm. This structure indicates a large surface area of 
the material, which, in turn, contributes to the high 
adsorption properties of the bentonites [12].

The high adsorption values of the bentonites for 
methylene blue, as shown in Table 1, correspond to 
their surface structure, as identified in the SEM anal-
ysis. This suggests that the bentonites studied have 
high potential for use as adsorbents.

Figure 4 – Тhe morphology of В1, B2 and B3 bentonites.

3.8 BET analysis
The BET method was used to determine the spe-

cific surface area, average pore size, and volume of 
the bentonite samples. The specific surface area deter-
mined by the BET method describes the adsorptive ca-
pacity of the samples. On the other hand, pore volume 
and size reflect the diversity of their internal structure. 
The nitrogen adsorption-desorption isotherms of all 
the samples are shown in Figure 5 and Table 5.

The specific surface area and pore volume and 
size of bentonites are among the most important pa-
rameters that characterize their adsorptive properties. 
Based on the research results, it was observed that 
the isotherms of all the samples correspond to type 4 
in the Brunauer classification and exhibit hysteresis 
loops typical of type 2. This indicates that the sorp-
tion process starts in mesopores and ends in micro-
pores [43].

According to the obtained results, the specific 
surface area of the bentonite clays, depending on 

their adsorptive properties, was as follows: for 
sample B1, 104.39 m²/g; for B2, 96.55 m²/g; and 
for B3, 102.87 m²/g. For B1, the pore volume and 
size were 0.05 cm³/g and 0.65 nm, indicating that it 
is microporous. This also correlates with the high-
est adsorption capacity for methylene blue, which 
was found to be 204.4 mg/g for B1 bentonite (Table 
1) [48]. The pore volume of sample B2 was 0.03 
cm³/g with an average pore size of 0.83 nm, while 
for B3, these values were 0.04 cm³/g and 1.04 nm, 
respectively, indicating a higher proportion of 
mesopores. Based on the specific surface area and 
pore volume, the optimal parameters were found 
to belong to sample B1. According to a study [49], 
the surface area of the bentonites analyzed ranged 
from 103 to 130 m²/g, making them highly suitable 
for use as adsorbents. Consequently, it can be seen 
that the B1, B2, and B3 samples from this study also 
have great potential for use in the preparation of 
biomedical products.
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Table 5 – BET Analysis of bentonites.

В1 В2 В3

S (mL/g) 104.39±5 96.55±3 102.87±5
Pore volume (cm3/g) 0.05±5 0.03±4 0.04±3

Pore size (nm) 0.83±6 0.83±4 1.04±3

Figure 5 – Adsorption-desorption isotherms of bentonites.

3.9 Thermogravimetric analysis 
The relative TGA (Thermogravimetric Analysis) 

and DTA (Differential Thermal Analysis) thermo-
grams of the bentonites are shown in Figure 6. The 
thermodegradation of all samples can be divided into 
three stages. The B1 sample differs from the other 
samples in that it loses 3% of its mass at 360°C, 
which confirms the higher moisture content of the B1 
bentonite, as indicated in Table 1. Additionally, com-
pared to the other two samples, B1 loses more mass in 
each stage. When the temperature rises to 240°C, the 
weight of B1 and B2 samples decreases by 11%, while 
the B3 sample decreases by 10%. This change cor-

responds to the amount of absorbed moisture on the 
bentonite surface and in the interlayer spaces [50].

The second change occurs in the temperature 
range of 250°C-500°C, where the mass of all sam-
ples decreases by approximately 2.5%. This may be 
related to the dehydration of crystallized water that is 
tightly bound to the montmorillonite mineral in the 
bentonite [51].

The third change occurs in the temperature range 
of 500°C-700°C, when the crystalline structure of the 
mineral in the bentonite begins to undergo destruc-
tion. This is accompanied by structural changes and 
the loss of the original mineralogical structure.

Figure 6 – The TGA-DTA graphs of bentonites.
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The analysis of the DTA curves for all three sam-
ples (B1, B2, B3) revealed two distinct endothermic ef-
fects. The first, intense endothermic peak is observed 
around 150°C, and is likely associated with the re-
moval of physically adsorbed and interlayer water. 
This thermal effect is recorded in all samples with 
slight variations in intensity. The most pronounced 
effect is observed in the B1 sample, which may indi-
cate an increased moisture content in the structure of 
this sample.

The second endothermic peak is recorded around 
541°C and is interpreted as the result of dehydra-
tion, accompanied by the destruction of the crystal-
line structure of montmorillonite and the removal of 
structurally bound hydroxyl groups.

4 Conclusion

The results of the conducted research showed that 
the physicochemical properties of the obtained ben-
tonite samples were thoroughly studied. The miner-
alogical composition, determined using X-ray phase 
analysis and IR spectroscopy methods, revealed that 
the main mineral component of all samples is alu-
minosilicates. Additionally, it was shown that the 
primary mineral constituting bentonite corresponds 
to montmorillonite. The elemental composition, an-
alyzed using the XRF method, confirmed the pres-
ence of elements characteristic of the montmorillon-

ite mineral in the bentonite, including SiO2, Al2O3, 
Fe2O3, MgO, and CaO. According to the obtained 
results, the montmorillonite content was 88% in the 
B1 sample, 75.5% in the B2 sample, and 83% in the 
B3 sample. The methylene blue adsorption capaci-
ties were 204.4 mg/g for B1, 119.88 mg/g for B2, and 
182.02 mg/g for B3. The pH values of the medium 
were 8.9 for B1, 8.1 for B2, and 7.1 for B3.

In terms of texture parameters, the specific sur-
face area for the B1 sample was 104.39 m²/g, the 
pore volume and size were 0.05 cm³/g and 0.83 
nm, respectively, and the zeta potential was -13.6. 
For the B2 sample, the surface area was 96.55 m²/g, 
the pore volume and size were 0.03 cm³/g and 0.83 
nm, respectively, and the zeta potential was -16.6. 
For the B3 sample, the surface area was 102.87 
m²/g, the pore volume and size were 0.04 cm³/g 
and 1.04 nm, respectively, and the zeta potential 
was -16.2.

The results demonstrate that bentonite clays pos-
sess strong potential for use as adsorbents and as drug 
carriers in biomedical applications. Additionally, fur-
ther research is needed to explore their application as 
a main component in composite materials. 
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nucleon interaction and the nuclear matter density distribution. An imaginary component of the optical 
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channels. Numerical simulations are implemented in Python using a 6 to 8 order Runge–Kutta method to 
ensure computational accuracy and stability. The resulting phase shifts, scattering amplitudes, and differential 
cross sections are calculated for proton energies in the range of 3.0 to 5.5 MeV and compared with experimental 
data measured at the Van de Graaff accelerator. The analysis reveals systematic overestimations of the 
differential cross section at both forward and backward angles and emphasizes the necessity of including the 
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1 Introduction 

The elastic scattering of protons on the 7Li 
nucleus represents a key process for investigating the 
structure of light nuclei and understanding the 
underlying mechanisms of nuclear interaction. Light 
nuclei such as 7Li serve as ideal systems for testing 
nuclear models due to their relatively simple 
structure and the availability of precise experimental 
data. In this context, studying scattering processes 
involving protons provides valuable information on 
the spatial distribution of nuclear matter, phase shifts, 
and interaction potentials [1, 2]. 

A critical aspect of nuclear reaction analysis lies 
in the application of microscopic methods that 
connect observable scattering parameters to the 
fundamental nucleon–nucleon interaction. One such 
approach is the Full-Wave Method (FWM), which is 
based on the numerical solution of the radial 
Schrödinger equation for the proton–nucleus system. 

This method employs a microscopic folding 
potential, such as the M3Y interaction [3], derived 
from realistic effective nucleon–nucleon forces and 
nuclear density distributions [4, 5]. The use of such 
models enables detailed calculation of phase shifts, 
scattering amplitudes, and differential cross sections 
[6, 7]. 

The motivation for this study arises from the need 
to produce more accurate theoretical predictions that 
can be reliably compared with experimental data. In 
particular, the ⁷Li nucleus has been extensively 
studied [8, 9], but several aspects of its structure and 
reaction dynamics remain insufficiently understood. 
By implementing a numerical solution of the 
Schrödinger equation using the 4th–5th order Runge–
Kutta method in the energy range of 3–5.3 MeV, this 
study aims to obtain improved theoretical cross 
sections. Additionally, to account for more complex 
mechanisms of nuclear interaction, the future 
application of the Distorted Wave Born 

Approximation (DWBA) is proposed [10, 11]. The 
development of such methods is closely linked to 
theoretical advancements in low-energy nuclear 
reaction modeling, particularly those involving 
refined optical potentials [12, 13, 14], direct reaction 
theories [20], non-local interaction models [21], and 
dispersive formulations [22]. Optimization 
techniques, such as χ²-minimization implemented 
using Python solvers like solve_ivp, are also 
considered [23]. 

The main objective of this study is to refine the 
parameters of the nuclear optical potential and to 
investigate the structure of the ⁷Li nucleus by 
comparing theoretical predictions with experimental 
results. The findings are expected to contribute to a 
deeper understanding of light nuclear systems and 
support the development of improved microscopic 
models for low-energy nuclear reactions, in line with 
recent advances in microscopic cluster models [24], 
resonance dynamics in few-body systems [25], and 
analytical treatments of quantum systems near closed 
shells [26]. 

2 Theoretical method 

The study of nuclear reactions requires the use of 
various methods to describe the interactions between 
particles and the nucleus. The following methods 
were used in this study: 

2.1 Full-Wave Method. 
The full wave method uses the full Schrödinger 

equation for nuclear interactions and is applied to 
multi-channel reactions. The basic equation is: 

�2μ
ℏ2

(∇2 + 𝑘𝑘𝑘𝑘2) − 𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟)�Ψ(𝑟𝑟𝑟𝑟) = 0 (1)

2.3 Potentials used in the full wave method 
(FWM) 

2.3.1 Microscopic potential M3Y. 
The microscopic folding potential M3Y is an 

effective nucleon-nucleon interaction derived from 
the matrix elements of the Goldstone method and 
developed to describe nuclear reactions including 
elastic scattering, nuclear fusion, and dissociation of 
cluster structures. 

1. The functional form of the M3Y potential 
includes the central interaction and spin-orbit terms: 

𝑉𝑉𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑟𝑟𝑟𝑟) = 𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒−μ𝑟𝑟𝑟𝑟 + 𝑡𝑡𝑡𝑡𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒−λ𝑟𝑟𝑟𝑟 (2)

where: 𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀, 𝑡𝑡𝑡𝑡𝐸𝐸𝐸𝐸– interaction amplitude parameters 
(MeV), 𝜇𝜇𝜇𝜇 и 𝜆𝜆𝜆𝜆 – interaction ranges (fm), 𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀 =
7999 MeV μ = 4.0 fm−1 represent the medium-
range attraction, 𝑡𝑡𝑡𝑡𝐸𝐸𝐸𝐸 = −2134 MeV , λ = 2.5 fm−1 
correspond to the short-range repulsion [3]. 

2. Effective folding potential: 

𝑉𝑉𝑉𝑉fold(𝑟𝑟𝑟𝑟) =

= �ρ𝐴𝐴𝐴𝐴(𝑟𝑟𝑟𝑟′)ρ𝐵𝐵𝐵𝐵(𝑟𝑟𝑟𝑟′′)𝑉𝑉𝑉𝑉M3Y(|𝑟𝑟𝑟𝑟 − 𝑟𝑟𝑟𝑟′|) 𝑑𝑑𝑑𝑑𝑀𝑟𝑟𝑟𝑟′ 𝑑𝑑𝑑𝑑𝑀𝑟𝑟𝑟𝑟′′ (3)

where: 𝜌𝜌𝜌𝜌𝐴𝐴𝐴𝐴 и 𝜌𝜌𝜌𝜌𝐵𝐵𝐵𝐵– densities of interacting nuclei, 
values taken from [4]. 𝑉𝑉𝑉𝑉M3Y(|𝒓𝒓𝒓𝒓 − 𝒓𝒓𝒓𝒓′|) – basic NN-
interaction. This integral takes into account the real 
distribution of nucleons in the nucleus, which allows 
modeling the potential with a minimum number of 
phenomenological parameters. After folding, the 
M3Y potential takes a smooth form similar to the 
Woods-Saxon potential. The paper [3] provides 
typical parameters for light nuclei that we used: 

𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟) =
𝑉𝑉𝑉𝑉0

1 + ex p �𝑟𝑟𝑟𝑟 − 𝑅𝑅𝑅𝑅𝑉𝑉𝑉𝑉
𝑎𝑎𝑎𝑎𝑉𝑉𝑉𝑉

�
(4)

2.3.2 Optical potential and its relationship with 
microscopic potential 

The microscopic potential gives us only the real 
part of the interaction, but to describe the real data it 
is necessary to take into account the inelastic 
processes that are responsible for the absorption of 
the wave (transitions to excited states, reactions with 
nuclear breakup, etc.). 

Therefore, we wrote the optical potential as: 

𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟) = 𝑉𝑉𝑉𝑉M3Y(𝑟𝑟𝑟𝑟) + 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑟𝑟𝑟𝑟) (5)

where the real part VM3Y(r) was taken from the work 
[3]: 

Depth of potential: V0= 55 MeV, potential well 
radius: 𝑅𝑅𝑅𝑅𝑉𝑉𝑉𝑉 = 1.25𝐴𝐴𝐴𝐴1/𝑀 fm where A=7 (mass number 
of the nucleus ⁷Li), Substituting this into the formula 
gives: 𝑅𝑅𝑅𝑅𝑉𝑉𝑉𝑉 ≈ 2.0 fm, diffusion parameter: 𝑎𝑎𝑎𝑎𝑉𝑉𝑉𝑉 =
0.65 fm, and the values for the imaginary part W(r) 
in the form of a Woods-Saxon potential, which is 
parameterized by the absorption effects, taken from  
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Study of elastic scattering of protons on 7Li in the energy range of 3–5.3 MeV 

This study explores the elastic scattering of protons on the 7Li nucleus within the framework of the optical 
model using the Full-Wave Method (FWM). The approach is based on a high-precision numerical solution of 
the radial Schrödinger equation, incorporating a microscopic folding potential derived from the M3Y nucleon–
nucleon interaction and the nuclear matter density distribution. An imaginary component of the optical 
potential, parameterized in Woods–Saxon form, is included to simulate absorption effects due to open inelastic 
channels. Numerical simulations are implemented in Python using a 6 to 8 order Runge–Kutta method to 
ensure computational accuracy and stability. The resulting phase shifts, scattering amplitudes, and differential 
cross sections are calculated for proton energies in the range of 3.0 to 5.5 MeV and compared with experimental 
data measured at the Van de Graaff accelerator. The analysis reveals systematic overestimations of the 
differential cross section at both forward and backward angles and emphasizes the necessity of including the 
imaginary part of the potential and increasing the number of partial waves to improve agreement with 
observations. 
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1 Introduction 
 
The elastic scattering of protons on the 7Li 

nucleus represents a key process for investigating the 
structure of light nuclei and understanding the 
underlying mechanisms of nuclear interaction. Light 
nuclei such as 7Li serve as ideal systems for testing 
nuclear models due to their relatively simple 
structure and the availability of precise experimental 
data. In this context, studying scattering processes 
involving protons provides valuable information on 
the spatial distribution of nuclear matter, phase shifts, 
and interaction potentials [1, 2]. 

A critical aspect of nuclear reaction analysis lies 
in the application of microscopic methods that 
connect observable scattering parameters to the 
fundamental nucleon–nucleon interaction. One such 
approach is the Full-Wave Method (FWM), which is 
based on the numerical solution of the radial 
Schrödinger equation for the proton–nucleus system. 

This method employs a microscopic folding 
potential, such as the M3Y interaction [3], derived 
from realistic effective nucleon–nucleon forces and 
nuclear density distributions [4, 5]. The use of such 
models enables detailed calculation of phase shifts, 
scattering amplitudes, and differential cross sections 
[6, 7]. 

The motivation for this study arises from the need 
to produce more accurate theoretical predictions that 
can be reliably compared with experimental data. In 
particular, the ⁷Li nucleus has been extensively 
studied [8, 9], but several aspects of its structure and 
reaction dynamics remain insufficiently understood. 
By implementing a numerical solution of the 
Schrödinger equation using the 4th–5th order Runge–
Kutta method in the energy range of 3–5.3 MeV, this 
study aims to obtain improved theoretical cross 
sections. Additionally, to account for more complex 
mechanisms of nuclear interaction, the future 
application of the Distorted Wave Born 

Approximation (DWBA) is proposed [10, 11]. The 
development of such methods is closely linked to 
theoretical advancements in low-energy nuclear 
reaction modeling, particularly those involving 
refined optical potentials [12, 13, 14], direct reaction 
theories [20], non-local interaction models [21], and 
dispersive formulations [22]. Optimization 
techniques, such as χ²-minimization implemented 
using Python solvers like solve_ivp, are also 
considered [23]. 

The main objective of this study is to refine the 
parameters of the nuclear optical potential and to 
investigate the structure of the ⁷Li nucleus by 
comparing theoretical predictions with experimental 
results. The findings are expected to contribute to a 
deeper understanding of light nuclear systems and 
support the development of improved microscopic 
models for low-energy nuclear reactions, in line with 
recent advances in microscopic cluster models [24], 
resonance dynamics in few-body systems [25], and 
analytical treatments of quantum systems near closed 
shells [26]. 

 
2 Theoretical method 
 
The study of nuclear reactions requires the use of 

various methods to describe the interactions between 
particles and the nucleus. The following methods 
were used in this study: 

 
2.1 Full-Wave Method. 
The full wave method uses the full Schrödinger 

equation for nuclear interactions and is applied to 
multi-channel reactions. The basic equation is: 

 
�2μ
ℏ2

(∇2 + 𝑘𝑘𝑘𝑘2) − 𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟)�Ψ(𝑟𝑟𝑟𝑟) = 0 (1) 
 
2.3 Potentials used in the full wave method 

(FWM) 
2.3.1 Microscopic potential M3Y. 
The microscopic folding potential M3Y is an 

effective nucleon-nucleon interaction derived from 
the matrix elements of the Goldstone method and 
developed to describe nuclear reactions including 
elastic scattering, nuclear fusion, and dissociation of 
cluster structures. 

1. The functional form of the M3Y potential 
includes the central interaction and spin-orbit terms: 

 
 
 
 

𝑉𝑉𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑟𝑟𝑟𝑟) = 𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒−μ𝑟𝑟𝑟𝑟 + 𝑡𝑡𝑡𝑡𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒−λ𝑟𝑟𝑟𝑟 (2) 
 
where: 𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀, 𝑡𝑡𝑡𝑡𝐸𝐸𝐸𝐸– interaction amplitude parameters 
(MeV), 𝜇𝜇𝜇𝜇 и 𝜆𝜆𝜆𝜆 – interaction ranges (fm), 𝑡𝑡𝑡𝑡𝑀𝑀𝑀𝑀 =
7999 MeV μ = 4.0 fm−1 represent the medium-
range attraction, 𝑡𝑡𝑡𝑡𝐸𝐸𝐸𝐸 = −2134 MeV , λ = 2.5 fm−1 
correspond to the short-range repulsion [3]. 

2. Effective folding potential: 
 

𝑉𝑉𝑉𝑉fold(𝑟𝑟𝑟𝑟) =

= �ρ𝐴𝐴𝐴𝐴(𝑟𝑟𝑟𝑟′)ρ𝐵𝐵𝐵𝐵(𝑟𝑟𝑟𝑟′′)𝑉𝑉𝑉𝑉M3Y(|𝑟𝑟𝑟𝑟 − 𝑟𝑟𝑟𝑟′|)  𝑑𝑑𝑑𝑑𝑀𝑟𝑟𝑟𝑟′  𝑑𝑑𝑑𝑑𝑀𝑟𝑟𝑟𝑟′′ (3) 

 
where: 𝜌𝜌𝜌𝜌𝐴𝐴𝐴𝐴 и 𝜌𝜌𝜌𝜌𝐵𝐵𝐵𝐵– densities of interacting nuclei, 
values taken from [4]. 𝑉𝑉𝑉𝑉M3Y(|𝒓𝒓𝒓𝒓 − 𝒓𝒓𝒓𝒓′|) – basic NN-
interaction. This integral takes into account the real 
distribution of nucleons in the nucleus, which allows 
modeling the potential with a minimum number of 
phenomenological parameters. After folding, the 
M3Y potential takes a smooth form similar to the 
Woods-Saxon potential. The paper [3] provides 
typical parameters for light nuclei that we used: 

 

𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟) =
𝑉𝑉𝑉𝑉0

1 + ex p �𝑟𝑟𝑟𝑟 − 𝑅𝑅𝑅𝑅𝑉𝑉𝑉𝑉
𝑎𝑎𝑎𝑎𝑉𝑉𝑉𝑉

�
(4) 

 
2.3.2 Optical potential and its relationship with 

microscopic potential 
The microscopic potential gives us only the real 

part of the interaction, but to describe the real data it 
is necessary to take into account the inelastic 
processes that are responsible for the absorption of 
the wave (transitions to excited states, reactions with 
nuclear breakup, etc.). 

Therefore, we wrote the optical potential as: 
 

𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟) = 𝑉𝑉𝑉𝑉M3Y(𝑟𝑟𝑟𝑟) + 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑟𝑟𝑟𝑟) (5) 
 

where the real part VM3Y(r) was taken from the work 
[3]: 

Depth of potential: V0= 55 MeV, potential well 
radius: 𝑅𝑅𝑅𝑅𝑉𝑉𝑉𝑉 = 1.25𝐴𝐴𝐴𝐴1/𝑀 fm where A=7 (mass number 
of the nucleus ⁷Li), Substituting this into the formula 
gives: 𝑅𝑅𝑅𝑅𝑉𝑉𝑉𝑉 ≈ 2.0 fm, diffusion parameter: 𝑎𝑎𝑎𝑎𝑉𝑉𝑉𝑉 =
0.65 fm, and the values for the imaginary part W(r) 
in the form of a Woods-Saxon potential, which is 
parameterized by the absorption effects, taken from  
 

 
 



136

Study of elastic scattering of protons on 7Li ...                                 Phys. Sci. Technol., Vol. 12 (No. 1-2), 2025: 133-141

the work [2]. Thus, our final form of the optical 
potential is: 

 

𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟) = 𝑉𝑉𝑉𝑉M3Y(𝑟𝑟𝑟𝑟) + 𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖0

1 + exp �𝑟𝑟𝑟𝑟 − 𝑅𝑅𝑅𝑅𝑊𝑊𝑊𝑊
𝑎𝑎𝑎𝑎𝑊𝑊𝑊𝑊

�
(6) 

 
where: W0=−5 MeV (absorption intensity), RW=2.0 
fm (radius), W=0.5 fm (diffuseness). 

 
Scattering amplitude in FWM 
 

𝑓𝑓𝑓𝑓(θ) = �(2𝑙𝑙𝑙𝑙 + 1)𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙
∞

𝑙𝑙𝑙𝑙𝑙0

si n δ𝑙𝑙𝑙𝑙  𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙(co s θ) (7) 

 
where: f(θ) is the complex scattering amplitude as a 
function of the scattering angle θ, δl  are the phase 
shifts for each partial wave l, calculated from the 
numerical solution of the radial Schrödinger equation 
with the optical potential V(r), Pl(cosθ) are the 
Legendre polynomials, (2l +1) is the statistical 
weight of the l -th partial wave. This formula 
represents the total amplitude as a coherent sum over 
contributions from all orbital angular momentum 
states. Each term reflects how the interaction distorts 
the corresponding spherical wave. The phase shifts δl 
encapsulate the effect of the nuclear potential on the 
wave function at each l, and their accurate 
determination is essential for reconstructing the 
angular dependence of the scattering. Once the 
amplitude f(θ) is known, the differential cross section 
is obtained via: 𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑𝑑
= |𝑓𝑓𝑓𝑓(θ)|2. 

2.3 Connection between theory and experimental 
data 

Elastic scattering occurs when a particle interacts 
with a nucleus without losing its energy but changing 
direction. The basic equation for the differential cross 
section of elastic scattering is: 

 
𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑

= |𝑓𝑓𝑓𝑓(θ)|2 (8) 

 
where 𝑓𝑓𝑓𝑓(θ) – scattering amplitude, and 𝜃𝜃𝜃𝜃 – angle of 
scattering. 

 

𝑓𝑓𝑓𝑓(θ) =
1
𝑘𝑘𝑘𝑘
�(2𝑙𝑙𝑙𝑙 + 1)𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙
∞

𝑙𝑙𝑙𝑙𝑙0

sin δ𝑙𝑙𝑙𝑙 𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙(cos θ) (9) 

 
where δl – phase shifts of the proton wave function. 

 
2.4 Experimental data 
The experimental data on elastic proton 

scattering on the 7Li nucleus were obtained from 
Fasoli et al. [2], who conducted measurements at the 
Van de Graaff accelerator (Legnaro National 
Laboratory, Italy, 1964). The ΔE–E method and 
Faraday cup current integration were employed to 
ensure reliable particle identification and 
normalization. Differential cross sections were 
measured in the angular range 70⁰−180⁰ (lab system) 
and are used in this study as a reference for validating 
the theoretical results.

 
 

Table 1 – Dependence of the differential cross section of protons on the 7Li nucleus on the proton energy. Data taken from [2]. 
 

Proton energy 
(MeV) 

3.0023 3.2011 3.4065 3.5979 3.8033 4.2074 4.4138 4.6146 4.8020 4.9893 5.1964 5.3960 

Differential cross-
section (barn) 

0.93525 0.95693 1.0182 1.0977 1.1589 1.2510 1.2027 1.0235 0.81085 0.61340 0.49207 0.44071 

 
 
3. Results and discussion 
 
Theoretical calculations of the differential cross 

section, scattering amplitudes, and phase shifts were 
performed for the nuclear reaction 7Li(p,p)7Li. The 
Schrödinger equation was solved numerically using a 
combined full-wave method within the framework of 
the optical model. The numerical solution was 
implemented via the Runge–Kutta method of 6th to 
8th order in the Python programming language. 

Based on the results, comparative plots of cross 
sections, phase shifts, and scattering amplitudes were 
constructed. 

To solve the Schrödinger equation (1), the 
Runge-Kutta method of order 6-8 is used. The main 
steps of the algorithm are: 

1. The boundary conditions for the wave function 
Ψ(r) are specified. 2. The coordinate space 𝑟𝑟𝑟𝑟 is 
divided into a grid. 3. Numerical integration is used 
by the Runge-Kutta method. 4. The system of 

equations is solved taking into account the boundary 
conditions that were taken from the asymptotic 
condition of the wave function. 5. The obtained 
solutions are used to calculate phase shifts using the 
formula. 6. The scattering amplitude and differential 
cross section are calculated using the formula. 

The Schrödinger equation (1) is solved by the 
Runge-Kutta method, which allows including the 
finding of radial wave functions. Different 
interaction potentials are used: microscopic M3Y 

potential (2) from [3,6], Folding potential (3), 
phenomenological optical potential (4) based on 
systematics [1,5]. Taking into account the minimum 
part of the power (5), (6) allows to improve the 
correspondence to experimental data [2,17]. After the 
numerical solution, the scattering amplitude (7) and 
differential cross section (8) increase. The 
implementation of the algorithm in Python using 
solve_ivp allows to effectively solve the Schrödinger 
problem [23]. 

 
 

 
 

Figure 1 – Phase shifts δl in the full-wave method with the M3Y potential depending  
on the proton scattering angle. Solid line – without the imaginary part of the optical potential.  

Dashed line – with the imaginary part of the optical potential included. 
 
 

Figure 1 presents the calculated phase shifts δl for 
orbital angular momentum values l=0 to 5, obtained 
using the Full-Wave Method (FWM) with a 
microscopic M3Y nucleon–nucleon interaction [3, 
6]. The calculations were performed for proton 
incident energies ranging from 3.0 to 5.5 MeV. 

Each curve corresponds to a fixed energy and 
angular momentum value. For visualization 
purposes, the phase shift values are plotted uniformly 
across the angular domain. It is important to note that 
phase shifts δl are not functions of the scattering angle 
θ; rather, they depend on the energy E and the 
specific partial wave l. The use of the scattering angle 
as the x-axis here is a graphical convention that 
facilitates side-by-side comparison across multiple 
energies and angular momentum values [7]. 

Two sets of phase shift curves are shown: solid 
lines represent phase shifts calculated using only the 
real part of the M3Y optical potential; dashed lines 
correspond to phase shifts obtained when an 
imaginary component is included in the potential to 
account for inelastic absorption [2, 5]. 

The addition of the imaginary part reduces the 
magnitude of the phase shifts at all energies, 
especially for lower l, where the radial wave 
functions penetrate deeper into the nuclear interior. 
This attenuation reflects the loss of elastic flux due to 
open inelastic channels, such as nuclear excitation or 
particle emission [7, 11]. 

This behavior is consistent with the physical 
interpretation of the optical model: the imaginary part 
of the potential simulates the absorption of the  
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the work [2]. Thus, our final form of the optical 
potential is: 

 

𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟) = 𝑉𝑉𝑉𝑉M3Y(𝑟𝑟𝑟𝑟) + 𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖0

1 + exp �𝑟𝑟𝑟𝑟 − 𝑅𝑅𝑅𝑅𝑊𝑊𝑊𝑊
𝑎𝑎𝑎𝑎𝑊𝑊𝑊𝑊

�
(6) 

 
where: W0=−5 MeV (absorption intensity), RW=2.0 
fm (radius), W=0.5 fm (diffuseness). 

 
Scattering amplitude in FWM 
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where: f(θ) is the complex scattering amplitude as a 
function of the scattering angle θ, δl  are the phase 
shifts for each partial wave l, calculated from the 
numerical solution of the radial Schrödinger equation 
with the optical potential V(r), Pl(cosθ) are the 
Legendre polynomials, (2l +1) is the statistical 
weight of the l -th partial wave. This formula 
represents the total amplitude as a coherent sum over 
contributions from all orbital angular momentum 
states. Each term reflects how the interaction distorts 
the corresponding spherical wave. The phase shifts δl 
encapsulate the effect of the nuclear potential on the 
wave function at each l, and their accurate 
determination is essential for reconstructing the 
angular dependence of the scattering. Once the 
amplitude f(θ) is known, the differential cross section 
is obtained via: 𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑𝑑
= |𝑓𝑓𝑓𝑓(θ)|2. 

2.3 Connection between theory and experimental 
data 

Elastic scattering occurs when a particle interacts 
with a nucleus without losing its energy but changing 
direction. The basic equation for the differential cross 
section of elastic scattering is: 
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= |𝑓𝑓𝑓𝑓(θ)|2 (8) 

 
where 𝑓𝑓𝑓𝑓(θ) – scattering amplitude, and 𝜃𝜃𝜃𝜃 – angle of 
scattering. 
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where δl – phase shifts of the proton wave function. 

 
2.4 Experimental data 
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scattering on the 7Li nucleus were obtained from 
Fasoli et al. [2], who conducted measurements at the 
Van de Graaff accelerator (Legnaro National 
Laboratory, Italy, 1964). The ΔE–E method and 
Faraday cup current integration were employed to 
ensure reliable particle identification and 
normalization. Differential cross sections were 
measured in the angular range 70⁰−180⁰ (lab system) 
and are used in this study as a reference for validating 
the theoretical results.

 
 

Table 1 – Dependence of the differential cross section of protons on the 7Li nucleus on the proton energy. Data taken from [2]. 
 

Proton energy 
(MeV) 

3.0023 3.2011 3.4065 3.5979 3.8033 4.2074 4.4138 4.6146 4.8020 4.9893 5.1964 5.3960 

Differential cross-
section (barn) 

0.93525 0.95693 1.0182 1.0977 1.1589 1.2510 1.2027 1.0235 0.81085 0.61340 0.49207 0.44071 

 
 
3. Results and discussion 
 
Theoretical calculations of the differential cross 

section, scattering amplitudes, and phase shifts were 
performed for the nuclear reaction 7Li(p,p)7Li. The 
Schrödinger equation was solved numerically using a 
combined full-wave method within the framework of 
the optical model. The numerical solution was 
implemented via the Runge–Kutta method of 6th to 
8th order in the Python programming language. 

Based on the results, comparative plots of cross 
sections, phase shifts, and scattering amplitudes were 
constructed. 

To solve the Schrödinger equation (1), the 
Runge-Kutta method of order 6-8 is used. The main 
steps of the algorithm are: 

1. The boundary conditions for the wave function 
Ψ(r) are specified. 2. The coordinate space 𝑟𝑟𝑟𝑟 is 
divided into a grid. 3. Numerical integration is used 
by the Runge-Kutta method. 4. The system of 

equations is solved taking into account the boundary 
conditions that were taken from the asymptotic 
condition of the wave function. 5. The obtained 
solutions are used to calculate phase shifts using the 
formula. 6. The scattering amplitude and differential 
cross section are calculated using the formula. 

The Schrödinger equation (1) is solved by the 
Runge-Kutta method, which allows including the 
finding of radial wave functions. Different 
interaction potentials are used: microscopic M3Y 

potential (2) from [3,6], Folding potential (3), 
phenomenological optical potential (4) based on 
systematics [1,5]. Taking into account the minimum 
part of the power (5), (6) allows to improve the 
correspondence to experimental data [2,17]. After the 
numerical solution, the scattering amplitude (7) and 
differential cross section (8) increase. The 
implementation of the algorithm in Python using 
solve_ivp allows to effectively solve the Schrödinger 
problem [23]. 

 
 

 
 

Figure 1 – Phase shifts δl in the full-wave method with the M3Y potential depending  
on the proton scattering angle. Solid line – without the imaginary part of the optical potential.  

Dashed line – with the imaginary part of the optical potential included. 
 
 

Figure 1 presents the calculated phase shifts δl for 
orbital angular momentum values l=0 to 5, obtained 
using the Full-Wave Method (FWM) with a 
microscopic M3Y nucleon–nucleon interaction [3, 
6]. The calculations were performed for proton 
incident energies ranging from 3.0 to 5.5 MeV. 

Each curve corresponds to a fixed energy and 
angular momentum value. For visualization 
purposes, the phase shift values are plotted uniformly 
across the angular domain. It is important to note that 
phase shifts δl are not functions of the scattering angle 
θ; rather, they depend on the energy E and the 
specific partial wave l. The use of the scattering angle 
as the x-axis here is a graphical convention that 
facilitates side-by-side comparison across multiple 
energies and angular momentum values [7]. 

Two sets of phase shift curves are shown: solid 
lines represent phase shifts calculated using only the 
real part of the M3Y optical potential; dashed lines 
correspond to phase shifts obtained when an 
imaginary component is included in the potential to 
account for inelastic absorption [2, 5]. 

The addition of the imaginary part reduces the 
magnitude of the phase shifts at all energies, 
especially for lower l, where the radial wave 
functions penetrate deeper into the nuclear interior. 
This attenuation reflects the loss of elastic flux due to 
open inelastic channels, such as nuclear excitation or 
particle emission [7, 11]. 

This behavior is consistent with the physical 
interpretation of the optical model: the imaginary part 
of the potential simulates the absorption of the  
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incident wave, leading to reduced elastic scattering 
amplitudes and, consequently, suppressed phase 
shifts. The visualization offers insight into how 
absorption affects the angular momentum structure of 
the scattering process [17]. 

No experimental phase shifts are included, as 
these require model-dependent reconstruction from 
differential cross section data, which is beyond the 
scope of this figure [11]. 

This phase shift diagram offers key insights into 
the angular momentum structure of the 7Li(p,p)7Li 
reaction across proton energies from 3.0 to 5.5 MeV. 
It reveals how partial waves evolve with energy, 

showing that significant contributions come from l=0 
to 4, while higher-order shifts remain negligible. The 
inclusion of an imaginary component in the optical 
potential leads to a systematic reduction in the 
magnitude of all δl, reflecting absorption into 
inelastic channels. This behavior highlights the 
physical role of the imaginary term in suppressing 
elastic scattering. Moreover, the regularity of the 
curves serves as a diagnostic tool for validating the 
potential model and identifying potential resonances. 
The diagram directly supports interpretation of the 
differential cross section and is useful in comparing 
theoretical predictions with experimental data [5, 23].

 
 

 
 

Figure 2 – Angular dependence of the elastic scattering amplitude ∣f(θ)∣(fm) calculated using the Full-Wave Method (FWM)  
with the microscopic M3Y folding potential. The blue dash-dotted line corresponds to the theoretical amplitude computed using  

only the real part of the optical potential. The red dashed line includes an imaginary component W=5 MeV. The black points 
represent experimental values of the scattering amplitude reconstructed from differential cross-section data from Table 1. 

 
 
Figure 2 illustrates the angular dependence of the 

elastic proton scattering amplitude ∣f(θ)∣, calculated 
using the Full-Wave Method (FWM) with a 
microscopic M3Y folding potential [3, 6]. The graph 
shows results for a fixed proton energy of 4.41 MeV. 
Two theoretical curves are presented: the blue dash-
dotted line corresponds to calculations using only the 
real part of the optical potential [3], while the red 
dashed line includes an additional imaginary 
component W=5MeV, simulating absorption into 
inelastic channels [2, 5]. The black points represent 

experimental values of the scattering amplitude, 
reconstructed from differential cross section data  
[2]. 

The amplitude demonstrates clear angular 
dependence, with a maximum around θ≈130⁰, 
followed by a gradual decline toward backward 
angles. The inclusion of the imaginary potential leads 
to a systematic reduction of the amplitude across all 
angles, particularly at large scattering angles. This 
reduction reflects the loss of elastic flux due to 
processes such as nuclear excitation and particle 

emission [7, 17]. The greatest difference between 
theoretical curves occurs at backward angles, where 
the imaginary potential plays a more significant role 
due to deeper wavefunction penetration into the 
nuclear interior. 

This visualization highlights the sensitivity of the 
scattering amplitude to both nuclear absorption and 
angular momentum interference, and confirms that 
including the imaginary part of the potential 
improves agreement with experimental data [11, 23]. 

 
 

 
 

Figure 3 – Scattering amplitude ∣f(θ=90∘)∣ as a function of proton energy. The blue dashed line shows  
the theoretical dependence calculated using the Full-Wave Method (FWM) with only the real part of the optical potential.  

The green solid line includes an imaginary component W=5 MeV in the optical potential.  
The red dots represent experimental data, extracted from differential cross-section measurements at θ=90⁰, taken from Table 1. 
 
 
This figure presents the elastic scattering 

amplitude ∣f(θ)∣ as a function of proton incident 
energy, calculated using the Full-Wave Method 
(FWM) with and without the inclusion of an 
imaginary component in the optical potential. The 
theoretical amplitudes are normalized by the inverse 
wave number 1/k to ensure consistency with the 
quantum mechanical formulation of the scattering 
amplitude (see eq. 9) [7]. The blue dashed line 
represents the normalized amplitude calculated using 
only the real part of the microscopic M3Y folding 
potential [3, 6]. The green solid line corresponds to 
the result including an imaginary part W=5 MeV, 
modeled using a Woods–Saxon form to simulate 
absorption effects [2, 5]. Red dots represent 
experimental values reconstructed from differential 
cross-section data using the transformation: 

|𝑓𝑓𝑓𝑓(𝜃𝜃𝜃𝜃)|exp = �𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑

(10) 

 
with unit conversion from barns to fm2. Despite 
normalization, noticeable discrepancies persist 
between theoretical predictions and experimental 
data, especially at lower and intermediate energies. 
These deviations are primarily due to the use of non-
fitted potential parameters: the M3Y interaction is 
applied without adjustment to the specific 7Li(p,p)7Li 
system [3], and the imaginary potential is fixed, 
without optimization of its strength or geometry [2]. 
Improving agreement would require potential 
refinement, such as fitting the optical parameters 
using established systematics – e.g., the Burtebaev et 
al. parameter set for light nuclei [1], or the global  
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incident wave, leading to reduced elastic scattering 
amplitudes and, consequently, suppressed phase 
shifts. The visualization offers insight into how 
absorption affects the angular momentum structure of 
the scattering process [17]. 

No experimental phase shifts are included, as 
these require model-dependent reconstruction from 
differential cross section data, which is beyond the 
scope of this figure [11]. 

This phase shift diagram offers key insights into 
the angular momentum structure of the 7Li(p,p)7Li 
reaction across proton energies from 3.0 to 5.5 MeV. 
It reveals how partial waves evolve with energy, 

showing that significant contributions come from l=0 
to 4, while higher-order shifts remain negligible. The 
inclusion of an imaginary component in the optical 
potential leads to a systematic reduction in the 
magnitude of all δl, reflecting absorption into 
inelastic channels. This behavior highlights the 
physical role of the imaginary term in suppressing 
elastic scattering. Moreover, the regularity of the 
curves serves as a diagnostic tool for validating the 
potential model and identifying potential resonances. 
The diagram directly supports interpretation of the 
differential cross section and is useful in comparing 
theoretical predictions with experimental data [5, 23].
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with the microscopic M3Y folding potential. The blue dash-dotted line corresponds to the theoretical amplitude computed using  

only the real part of the optical potential. The red dashed line includes an imaginary component W=5 MeV. The black points 
represent experimental values of the scattering amplitude reconstructed from differential cross-section data from Table 1. 
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dotted line corresponds to calculations using only the 
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dashed line includes an additional imaginary 
component W=5MeV, simulating absorption into 
inelastic channels [2, 5]. The black points represent 

experimental values of the scattering amplitude, 
reconstructed from differential cross section data  
[2]. 

The amplitude demonstrates clear angular 
dependence, with a maximum around θ≈130⁰, 
followed by a gradual decline toward backward 
angles. The inclusion of the imaginary potential leads 
to a systematic reduction of the amplitude across all 
angles, particularly at large scattering angles. This 
reduction reflects the loss of elastic flux due to 
processes such as nuclear excitation and particle 

emission [7, 17]. The greatest difference between 
theoretical curves occurs at backward angles, where 
the imaginary potential plays a more significant role 
due to deeper wavefunction penetration into the 
nuclear interior. 

This visualization highlights the sensitivity of the 
scattering amplitude to both nuclear absorption and 
angular momentum interference, and confirms that 
including the imaginary part of the potential 
improves agreement with experimental data [11, 23]. 
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This figure presents the elastic scattering 

amplitude ∣f(θ)∣ as a function of proton incident 
energy, calculated using the Full-Wave Method 
(FWM) with and without the inclusion of an 
imaginary component in the optical potential. The 
theoretical amplitudes are normalized by the inverse 
wave number 1/k to ensure consistency with the 
quantum mechanical formulation of the scattering 
amplitude (see eq. 9) [7]. The blue dashed line 
represents the normalized amplitude calculated using 
only the real part of the microscopic M3Y folding 
potential [3, 6]. The green solid line corresponds to 
the result including an imaginary part W=5 MeV, 
modeled using a Woods–Saxon form to simulate 
absorption effects [2, 5]. Red dots represent 
experimental values reconstructed from differential 
cross-section data using the transformation: 

|𝑓𝑓𝑓𝑓(𝜃𝜃𝜃𝜃)|exp = �𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑

(10) 

 
with unit conversion from barns to fm2. Despite 
normalization, noticeable discrepancies persist 
between theoretical predictions and experimental 
data, especially at lower and intermediate energies. 
These deviations are primarily due to the use of non-
fitted potential parameters: the M3Y interaction is 
applied without adjustment to the specific 7Li(p,p)7Li 
system [3], and the imaginary potential is fixed, 
without optimization of its strength or geometry [2]. 
Improving agreement would require potential 
refinement, such as fitting the optical parameters 
using established systematics – e.g., the Burtebaev et 
al. parameter set for light nuclei [1], or the global  
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Koning-Delaroche optical potential [5]. Additional 
improvements may include increasing the number of 
partial waves lmax and employing automated 
numerical optimization techniques (e.g., χ2 
minimization) to better match experimental data [23]. 

Nonetheless, the current figure provides a 
physically consistent and methodologically sound 
comparison, highlighting the effect of the imaginary 
potential and offering a valuable baseline for further 
refinement of theoretical scattering models. 

 
4. Conclusion 
 
In this study, the elastic scattering of protons on 

the 7Li nucleus was analyzed using the Full-Wave 
Method (FWM) with a microscopic M3Y folding 
potential [3, 6]. The radial Schrödinger equation was 
solved numerically using the Runge–Kutta method of 
sixth to eighth order, and calculations were 
performed for proton energies ranging from 3.0 to 5.5 
MeV. 

The results show that the theoretical differential 
cross section systematically overestimates the 
experimental values at both forward (θ≈20⁰) and 
backward (θ≈160⁰−180⁰) angles, by up to 35% in 
some cases [2]. The scattering amplitude ∣f(θ)∣ 
exhibits a pronounced peak near θ=130⁰, consistent 
with the experimental diffraction maximum. 
However, in the absence of the imaginary component 
of the optical potential, the amplitude is consistently 
too large, especially at backward angles. The 
inclusion of a phenomenological imaginary term with 
W=5MeV improves the shape and suppresses the 
amplitude, bringing theoretical predictions closer to 
experimental data, particularly in the angular range 
θ=100⁰−150⁰. 

Nevertheless, the overall agreement remains 
qualitative. Discrepancies persist, especially at 
intermediate angles where theoretical interference 
minima are less pronounced than observed. These 
residual differences may stem from the use of non-
adjusted global parameters in the real part of the 
folding potential, and from the simplified modeling 
of the imaginary term. Moreover, the truncation at 
lmax=8 partial waves appears insufficient to fully 
resolve oscillatory behavior at high energies. 

From a methodological standpoint, the Full-
Wave Method proves to be robust in resolving the 
angular structure of scattering observables and is 
especially suited for obtaining phase shifts and elastic 
observables in a transparent form. However, it lacks 
the flexibility to describe non-elastic channels and 
reaction mechanisms involving explicit transitions 
between nuclear states. 

To achieve a more complete and accurate model, 
future work will incorporate the Distorted Wave 
Born Approximation (DWBA) [11, 21], which will 
allow for the calculation of inelastic amplitudes and 
excitation probabilities. The use of more refined 
optical potentials, such as CDM3Y6 [3], and the 
application of automated fitting procedures (e.g., χ2 – 
minimization) [23], are expected to improve the 
quantitative agreement. Recent developments in the 
theoretical description of nuclear resonances and 
virtual states using advanced three-body and com-
plex-scaling techniques [24, 25], as well as analytical 
models of near-magic nuclei [26], support the broa-
der applicability of this approach to other light nuc-
lear systems. Overall, the results confirm the physical 
relevance of the optical potential's imaginary part, 
reveal the energy and angular dependencies of elastic 
scattering on 7Li, and provide a reliable platform for 
future theoretical and experimental studies.
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Koning-Delaroche optical potential [5]. Additional 
improvements may include increasing the number of 
partial waves lmax and employing automated 
numerical optimization techniques (e.g., χ2

minimization) to better match experimental data [23]. 
Nonetheless, the current figure provides a 

physically consistent and methodologically sound 
comparison, highlighting the effect of the imaginary 
potential and offering a valuable baseline for further 
refinement of theoretical scattering models. 

4. Conclusion 

In this study, the elastic scattering of protons on 
the 7Li nucleus was analyzed using the Full-Wave 
Method (FWM) with a microscopic M3Y folding 
potential [3, 6]. The radial Schrödinger equation was 
solved numerically using the Runge–Kutta method of 
sixth to eighth order, and calculations were 
performed for proton energies ranging from 3.0 to 5.5 
MeV. 

The results show that the theoretical differential 
cross section systematically overestimates the 
experimental values at both forward (θ≈20⁰) and 
backward (θ≈160⁰−180⁰) angles, by up to 35% in 
some cases [2]. The scattering amplitude ∣f(θ)∣
exhibits a pronounced peak near θ=130⁰, consistent 
with the experimental diffraction maximum. 
However, in the absence of the imaginary component 
of the optical potential, the amplitude is consistently 
too large, especially at backward angles. The 
inclusion of a phenomenological imaginary term with 
W=5MeV improves the shape and suppresses the 
amplitude, bringing theoretical predictions closer to 
experimental data, particularly in the angular range 
θ=100⁰−150⁰. 

Nevertheless, the overall agreement remains 
qualitative. Discrepancies persist, especially at 
intermediate angles where theoretical interference 
minima are less pronounced than observed. These 
residual differences may stem from the use of non-
adjusted global parameters in the real part of the 
folding potential, and from the simplified modeling 
of the imaginary term. Moreover, the truncation at 
lmax=8 partial waves appears insufficient to fully 
resolve oscillatory behavior at high energies. 

From a methodological standpoint, the Full-
Wave Method proves to be robust in resolving the 
angular structure of scattering observables and is 
especially suited for obtaining phase shifts and elastic 
observables in a transparent form. However, it lacks 
the flexibility to describe non-elastic channels and 
reaction mechanisms involving explicit transitions 
between nuclear states. 

To achieve a more complete and accurate model, 
future work will incorporate the Distorted Wave 
Born Approximation (DWBA) [11, 21], which will 
allow for the calculation of inelastic amplitudes and 
excitation probabilities. The use of more refined 
optical potentials, such as CDM3Y6 [3], and the 
application of automated fitting procedures (e.g., χ2 – 
minimization) [23], are expected to improve the 
quantitative agreement. Recent developments in the 
theoretical description of nuclear resonances and 
virtual states using advanced three-body and com-
plex-scaling techniques [24, 25], as well as analytical 
models of near-magic nuclei [26], support the broa-
der applicability of this approach to other light nuc-
lear systems. Overall, the results confirm the physical 
relevance of the optical potential's imaginary part, 
reveal the energy and angular dependencies of elastic 
scattering on 7Li, and provide a reliable platform for 
future theoretical and experimental studies.
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Unmanned Aerial Vehicles (UAVs) are increasingly employed for real-time object detection in critical appli-
cations such as security surveillance, disaster response, and environmental monitoring. However, accurate 
detection in UAV imagery remains challenging due to small target sizes, cluttered backgrounds, and vary-
ing environmental conditions. This study evaluates the performance of YOLOv8n/v8s and YOLOv11n/11s 
models for human detection in UAV-captured imagery across diverse natural landscapes. To ensure practi-
cal deployment in resource-constrained environments, the models were implemented on a Raspberry Pi 5 
using the OpenVINO framework. Experimental results show that both YOLO series achieve comparable 
detection accuracy in the range of 80–82%, with YOLOv8n and YOLOv11n demonstrating the highest 
processing speeds of 10.50 and 11.04 frames per second (FPS), respectively. These findings confirm the 
feasibility of using lightweight YOLO models for real-time human detection on embedded systems. The re-
sults highlight the potential of integrating edge AI and UAVs for autonomous, on-site monitoring in remote 
or complex terrains, offering scalable solutions for intelligent aerial surveillance.

Key words: UAV, object detection, accuracy, YOLO models.
PACS number(s): 01.30.−y, 07.05.Pj.

1 Introduction

Unmanned Aerial Vehicles (UAVs), commonly 
known as drones, are aircraft that operate without di-
rect human control, relying on remote radio signals 
or autonomous programming. In recent years, they 
have been widely adopted in both civilian and mili-
tary sectors, with applications in agriculture, aerial 
photography, public safety, ecological protection, 
and military operations. Their increasing popularity 
stems from key advantages such as compact size, 
versatility, and cost-effectiveness [1-3]. 

Despite these advancements, detecting small ob-
jects using UAVs in complex natural environments 
remains a major challenge. High-altitude perspectives 
reduce objects to a few pixels, making feature ex-
traction difficult for YOLO models. Scale variations, 
background clutter, and occlusion further complicate 
detection, as small objects are often obscured by veg-
etation, shadows, or other elements. Additionally, dy-
namic conditions like lighting changes, motion blur, 

and atmospheric disturbances impact image clarity, 
further degrading detection performance [3-9].

To solve the above-mentioned problems au-
thors [1] for small object detection proposed UAV-
YOLOv8 model with Wise-IoUv3, BiFormer at-
tention, and the Focal FasterNet Block, resulting in 
high detection accuracy. In [2] authors, optimized 
YOLOv8 variant achieving good mAP@0.5 while 
reducing computational complexity. For structured 
environments, WeiSun et.al introduced the RSOD 
algorithms[3] an improved YOLOv3-based model 
for UAV traffic monitoring with VisDrone-Det2018 
and UAVDT datasets. To expand object detection 
beyond the visible spectrum, Jiang et.al. proposed a 
thermal infrared (TIR) detection framework [4] us-
ing YOLO models for FLIR cameras. The YOLOv5s 
model reached great mAP at 50 FPS, proving effec-
tive under low-visibility conditions. Chang et.al. ex-
plored enhancements for high-altitude small object 
detection [5], where SPD-convolution, coordinate 
attention, transposed convolution, and Alpha-IoU 
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loss were incorporated, improving precision, accura-
cy, and recall in YOLOv5s. Han et.al. designed, the 
Senselite model [6] with GSConv, SlimNeck, and a 
squeeze-and-excitation mechanism, reaching to high 
mAP@0.5, surpassing YOLOv5 in computational ef-
ficiency. For urban road monitoring, Wang et.al. op-
timized YOLOv9-based model [7], which developed 
with SCRCONV, SPPELANBRA, and Inner-MP-
DIOU loss, achieving state-of-the-art results on the 
CICVAC dataset. Zhang et.al. introduced, RTS-NET 
a real-time detection network [8] for UAV patrols, 
achieving superior mAP and 163.9 FPS, prioritizing 
real-time efficiency. Zheng et al. analyzed YOLO-
based deep learning models [9] across multiple appli-
cations, including agriculture, fire detection, ecology, 
marine science, and UAV navigation. Muzammul 
et.al. presented, a quantum-inspired multi-scale de-
tection model [10] for ultra-small object detection, 
incorporating sub-pixel convolution, adversarial 
training, and self-supervised learning. These above 
discussed articles exhibited relatively good efficiency 
in small object detection, however these results can 
be further improved in terms of speed and accuracy.

In this article, we propose an advanced real-time 
object detection model for UAV-based surveillance 
using the latest YOLOv8n/v8s and YOLO 11n/11s, 
integrated with the OpenVINO framework on Rasp-
berry Pi 5 to optimize speed, accuracy, and efficiency 
across diverse environments. The latest YOLO ver-
sions [11] provide significant advancements in preci-
sion, processing speed, and adaptability for various 
detection tasks, and we believe that the proposed 
integrated model can further enhance computational 
efficiency.

The article is structured as follows: Section 2 
introduces the YOLO models and their architecture, 
highlighting key improvements and design choic-
es. Section 3 describes the datasets and processing 
methods, including data collection, and preprocess-
ing techniques. Section 4 discusses the detection 
model, detailing training strategies and optimization 
techniques. Finally, Section 5 presents the results, 
analyzing model performance in terms of accuracy, 
efficiency, and real-time applicability in UAV-based 
object detection.

2 Background

2.1. YOLO series
This section presents an overview of the most 

widely used YOLO object detection models − 
YOLOv8n/s, YOLOv11n/s − developed in recent 
years [11,12].

YOLOv8 represents the latest and most advanced 
iteration in the YOLO series, offering five different 
models optimized for various scales: YOLOv8n, 
YOLOv8s, YOLOv8m, YOLOv8l, and YOLOv8x. 
As depicted in Figure 1, the architecture of YOLOv8 
is composed of three core layers: the backbone, the 
neck, and the detection head [11,12].  

The Backbone Layer is built on CSPDarknet53 
[12], leveraging five down sampling stages to ex-
tract multi-scale features. Unlike previous YOLO 
versions, YOLOv8 replaces the conventional Cross 
Stage Partial (CSP) module with the C2f module, 
which incorporates both dense and residual connec-
tions, improving gradient flow and feature represen-
tation. Additionally, it integrates the Spatial Pyramid 
Pooling Fast (SPPF) module, enabling enhanced 
multi-scale feature extraction while reducing compu-
tational complexity and inference latency. This com-
bination ensures a lightweight yet powerful back-
bone capable of detecting small and large objects 
efficiently. 

The Neck Layer utilizes a fusion of Feature Pyra-
mid Network (FPN) [13,14] and Path Aggregation 
Networks (PANet) to enhance feature propagation 
and multi-scale detection. FPN’s top-down structure 
improves the transmission of high-level semantic 
features to lower layers, aiding small object detec-
tion. PANet strengthens feature reuse with a bottom-
up pathway, enriching the spatial information flow. 
Though PANet increases computational cost, its in-
tegration with C2f modules balances efficiency and 
performance, allowing YOLOv8 to capture objects 
of varying scales with high precision. 

The Detection Head Layer adopts a decoupled 
head structure, separating classification and regres-
sion tasks for better optimization. YOLOv8 moves 
away from traditional anchor-based methods, im-
plementing the Task-Aligned Assigner [15], which 
dynamically assigns positive and negative samples 
during training, improving detection accuracy. Clas-
sification is handled using binary cross-entropy loss 
(BCE Loss), while bounding box regression benefits 
from distribution focal loss (DFL) [16] and Complete 
Intersection over Union (CIoU) [17] loss. These loss 
functions refine object localization by penalizing 
misaligned bounding boxes and improving conver-
gence speed. 

One of the features of YOLOv8 is the C2f mod-
ule, which enhances the gradient flow throughout 
the backbone and neck. This is achieved by incor-
porating more skip connections and removing con-
volutions in its branches, taking inspiration from the 
C3 module and ELAN design in YOLOv5. Further-
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more, YOLOv8 introduces a decoupled head that 
separately processes the extraction of target position 
and category information, significantly improving 
detection accuracy. Another important innovation is 
the shift from conventional anchor-based design to 
anchor-free architecture. For classification, YOLOv8 
utilizes VFL loss, while DFL loss and CIOU loss 
are employed for regression tasks [18]. To enhance 
bounding box regression, YOLOv8 employs IoU-

based loss functions [19], which evaluate the overlap 
between predicted and ground truth bounding boxes. 
While standard IoU Loss struggles in cases of non-
overlapping boxes, CIoU mitigates this issue by min-
imizing the normalized distance between box centers 
and incorporating an aspect ratio penalty. This leads 
to faster convergence, superior localization accuracy, 
and improved performance in detecting small and 
fast-moving objects [18,19].

Figure 1 – Structure of YOLOv8 [18].

YOLOv11, the latest version in the YOLO series, 
brings notable advancements in speed, accuracy, and 
feature extraction. Like YOLOv8, the architecture of 
YOLOv11, as depicted in Figure 2, consists of three 
main components: the backbone, the neck, and the 
head.

The backbone is the initial and crucial compo-
nent of YOLOv11, tasked with extracting key fea-

tures from the input image at various scales. YO-
LOv11 incorporates C3K2 blocks, which replace the 
C2f blocks found in YOLOv8 [13]. The C3K2 blocks 
provide a more computationally efficient implemen-
tation of Cross-Stage Partial (CSP) [14]. Additional-
ly, the last two blocks of the backbone are the Spatial 
Pyramid Pooling Fast (SPPF) and Cross-Stage Partial 
with Spatial Attention (C2PSA) [16, 19]. The SPPF 
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block uses multiple max-pooling layers to efficiently 
capture multi-scale features, while the C2PSA block 
integrates an attention mechanism to improve the 
model’s accuracy.

The neck is the second major component of 
YOLOv11. As shown in Figure 2, it includes sev-
eral Conv layers, C3K2 blocks, Concat operations, 
and Upsample blocks, all enhanced by the C2PSA 

mechanism. The neck’s primary role is to combine 
features from different scales and forward them to 
the head for final prediction [20].

The head is the final component of YOLOv11 
and plays an essential role in generating predictions. 
It is responsible for determining the object class, cal-
culating the objectness score, and accurately predict-
ing the bounding boxes for detected objects [21]. 

Figure 2 – Structure of YOLOv11[22].

One of the features of YOLOv11 is the C3PSA 
module, which provides efficient feature extraction 
and an advanced attention mechanism for better ac-
curacy. It adopts an anchor-free design and a refined 
decoupled head for improved localization and clas-
sification. Also, optimized loss functions, including 
VFL and DFL, further enhance precision and stabil-
ity [22].The model is optimized for modern GPUs 
[23,24], boosting speed and reducing latency for 
fast, real-time performance. This makes YOLOv11 
perfect for applications like video surveillance and 
autonomous systems [25,26] that need quick and ac-
curate object detection.

3 Dataset and processing

3.1. Image database
In this study, the UAVSOD-10 dataset was uti-

lized, containing aerial imagery captured by UAVs 

to facilitate small object detection through deep 
learning techniques. The UAVSOD-10 dataset 
contains 844 images and 18,234 annotated instanc-
es, each labeled with horizontal bounding boxes 
(HBB) in VOC format [27]. The image widths 
range from 1,000 to 4,800 pixels, with a resolution 
of approximately 0.15 meters. Scale differences 
[28] in objects of the same or different categories 
are apparent. The width of the smallest object in 
image instance is 9 pixels, the biggest width is 312 
pixels, and the mean width is 74.85 pixels. The im-
ages were captured in a mountainous area of the 
Liuzhi Special Economic Zone, Guizhou Province, 
China. To enhance the model’s generalization abil-
ity and account for various natural conditions, the 
dataset includes images from different types of ter-
rain, such as mountains, forests, and snowfields. 
This approach enables the model to be trained on 
data that represents diverse environments, improv-
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ing its ability to detect people in complex natural 
landscapes [28].

The model was trained using the Roboflow [29, 
30] platform for data annotation. To accelerate learn-
ing, the transfer learning technique was applied, en-
abling pre-trained models to be adapted for the task 
of detecting people in images captured by drones. 
Training was conducted on a system with an Intel 
Core i9 processor [31] and an NVIDIA GeForce 
RTX 4090 GPU [32], providing the necessary com-
putational power for effective training. The train-
ing hyperparameters were as follows: 600 epochs, a 

batch size of 16, and a learning rate of 0.01. Various 
data augmentation techniques, such as rotation, scal-
ing, and brightness variation, were employed to im-
prove the model’s ability to handle different lighting 
conditions and object orientations [32].

Object scales were compared by calculating the 
area ratio of the object bounding box pixels to the 
total image. As shown in Figure 3, the image scale is 
enhanced by segmenting it into pixels within a rect-
angular grid. YOLO models typically process images 
at varying scales, where the images undergo magnifi-
cation ranging from zero to 6x [33]. 

Figure 3 – Examples of images showing aerial photographs taken  
with a drone, at zero and 6x magnification.

 

The training set, consisting of 717 images, is 
composed of diverse locations in the suburbs of 
China, including mountainous and forested areas, 
captured at altitudes ranging from 13 to 30 meters. 
The validation set, made up of 84 images, is carefully 
selected to represent a wide range of environmental 
conditions, supporting the model’s generalization 
across different landscapes. The test set, containing 
81 images, is used as a benchmark for evaluating the 
model’s performance in real-world scenarios. The 
dataset is focused on people detection, ensuring pre-
cise and reliable identification from dynamic aerial 
perspectives.

3.2. Performance of YOLOv8/v11
The Raspberry Pi 5 is a powerful single-board 

computer designed for high-performance and re-
al-time processing. It features a 64-bit Broadcom 
BCM2712 processor (Cortex-A76, up to 2.4 GHz) 
and a VideoCore VII GPU (800 MHz), offering sig-
nificant improvements over previous models. With 
4 GB or 8 GB LPDDR4X-4267 RAM, it efficiently 
handles multitasking and large datasets. The PCIe 
2.0 interface supports external accelerator integra-

tion, enhancing data processing capabilities. Despite 
a 5A and 5V power requirement, the Raspberry Pi 
5 remains compact and efficient for various applica-
tions [34-37].

To deploy YOLOv8 and YOLOv11 on Rasp-
berry Pi 5, the trained models were converted into 
OpenVINO-compatible format. Using OpenVINO’s 
Model Optimizer, the best.pt file was transformed 
into an Intermediate Representation (IR) model, op-
timizing it for efficient execution on resource-con-
strained devices. 

OpenVINO (Open Visual Inference and Neu-
ral Network Optimization) is an Intel toolkit that 
optimizes deep learning models for CPUs, GPUs, 
FPGAs, and VPUs. It converts models from frame-
works like TensorFlow and PyTorch into an IR for-
mat using the Model Optimizer, and the Inference 
Engine ensures efficient execution. Integrated with 
Raspberry Pi 5, OpenVINO enhances inference ef-
ficiency, reducing computational overhead and en-
abling real-time processing using its BCM2712 pro-
cessor [38] and VideoCore VII GPU [39]. Figure 4 
shows the object detection system using Raspberry 
Pi5.
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After the model was converted to the OpenVINO 
format, the best_yolov8s_openvino_model was de-
ployed on the Raspberry Pi 5. Test images stored in./
test/images, and their corresponding YOLO-format 
annotations in./test/labels were used for evaluation. 
A Python script on Raspberry Pi 5 handles the en-
tire object detection process : it loads and prepro-
cesses images, performs inference using the YOLO 
model via OpenVINO, and then compares the pre-
dicted bounding boxes with ground truth annotations 
[40,41]. This comprehensive workflow allows for a 
detailed assessment of the model’s accuracy and per-
formance in real-time object detection on resource-
constrained hardware [42].

For each test image, the following steps are per-
formed: the image is loaded into memory, processed 
through the YOLO model to obtain predicted object 
coordinates, and compared with ground truth anno-
tations. Bounding boxes are visualized, with predic-
tions in green and actual annotations in red, provid-
ing a clear assessment of detection accuracy [43,44]. 
The inference time for each image is recorded to 
evaluate real-time performance. Finally, processed 
images with bounding boxes are saved in the. /results 
directory for further analysis. This approach ensures 
a comprehensive evaluation of both detection accu-
racy and processing efficiency.

4 Results 

In this section, we evaluate the performance of 
the YOLO models for addressing the object detec-
tion task in real-time applications. Figure 5 pres-
ents the detection results of the YOLOv8 and YO-
LOv11 models in identifying people from UAV 
imagery under various environmental conditions. 
In Figure 4, the red bounding boxes represent 
manually labeled ground truth annotations, while 
the blue boxes indicate the objects detected by the 
trained models.

The results shown in Figure 5 indicate that the 
detection capabilities of the YOLOv8 and YOLOv11 
models are acceptable and can be applied in various 
environmental conditions. The FPS values for each 
of the tested models are presented in Table 1, en-
abling a comparison of their processing speeds.

As shown in Table 1, the YOLOv8n and YO-
LOv11n models achieve the highest FPS (10.50 and 
11.04 respectively), indicating their acceptable pro-
cessing speed and suitability for real-time detection 
tasks in comparison with other models. Figure 6 pres-
ents the results of the confusion matrics and accuracy 
curves of the YOLOv8n and YOLOv8s models. The 
x-axis represents the true class labels of the samples, 
while the y-axis indicates the predicted results. 

Figure 4 – Human detection system using Raspberry Pi 5.
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Figure 5 – Object detection comparison of YOLOv8n/v11n and YOLOv8s/11s models in snow-covered landscapes. Red 
boxes are ground truth labels, blue boxes are detected objects.

Table 1 – FPS values of the tested YOLOv8 and YOLOv11 models.

Model FPS 
YOLO 11s 5.24
YOLO 11n 11.04
YOLO v8s 4.95
YOLO v8n 10.50
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(a) (b)

(c) (d)

Figure 6 (a, c) – YOLOv8n/s confusion matrix; (b, d) – Accuracy curve.

The confusion matrices (a) and (c) show that YO-
LOv8n detects 96 people, with 17 background and 9 
people misclassified, while YOLOv8s identifies 93 
people, with 14 background and 12 people misclassi-
fied. The accuracy curves (b) and (d) depict the train-
ing process over 100 epochs, showing a quick initial 
improvement before gradually stabilizing around 
80%. Figure 6 presents the results of the confusion 
matrics and accuracy curves of the YOLOv11n and 
YOLOv11s models.

The confusion matrics (a) and (c) present that 
YOLOv11n recognizes 94 people and YOLOv11s 
recognizes 95, with 19 and 22 background instanc-
es as people and 11 and 10 people as background, 
respectively. The accuracy curves (b) and (d) show 
training progress over 100 epochs, with accuracy 
stabilizing above 80% after 80 epochs. Figure 8 pro-
vides a comparison of the efficiency of YOLOv8n/s 
and YOLOv11n/s models, showcasing their perfor-
mance in terms of accuracy and processing speed.
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(a) (b)

(c) (d)

Figure 7 (a, c) – YOLOv11n/s confusion matrix; (b, d) – Accuracy curve.

Figure 8 – Efficiency Comparison of models YOLOv8/11.
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Figure 8 demonstrates that YOLOv8n and YO-
LOv11n achieve the highest FPS and accuracy com-
pared to the other evaluated models. Meanwhile, 
YOLOv8s and YOLOv11s exhibit slightly lower 
FPS but maintain competitive accuracy, balancing 
speed and precision in object detection.

5 Conclusion

In this article, we have evaluated the performance 
of YOLOv8n/v8s and YOLOv11n/11s models for 
human detection in UAV-captured imagery across 
diverse natural landscapes. The results showed that 
both YOLO series achieved comparable accuracy 
between 80% and 82%, with YOLOv8n and YO-
LOv11n demonstrating the highest FPS. These mod-
els exhibited higher efficiency, balancing processing 
speed and detection accuracy for real-time UAV ap-
plications. Their successful deployment on a Rasp-

berry Pi 5 using the OpenVINO framework con-
firmed their feasibility for real-time object detection 
in resource-constrained environments. 

Future work includes integrating YOLOv8n and 
YOLOv11n models with FPGA to enhance perfor-
mance, accuracy, and efficiency for real-time object 
detection while optimizing computational speed and 
power consumption for UAV applications. 
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